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EXECUTIVE SUMMARY 
 
 

With the advent of global warming and other climatic imbalances, several countries are 

experiencing drastic weather conditions such as flash-floods which lead to major collateral 

damage and life loss. Predicting such weather conditions with conventional forecasting systems 

is not possible because these systems provide predictions for large regions over hours. Recently 

several real-time weather forecasting systems based on the Internet of Things have been 

developed to provide short-term real time forecasts also referred as Nowcasts. The main 

challenge in these systems is to be able to use appropriate prediction algorithms that can predict 

different weather parameters with the highest possible accuracy. In this project an IoT based 

weather forecasting system has been implemented to provide short-term weather forecasts in 

Mauritius at intervals ranging from 20 minutes to one hour. Several adaptive forecasting 

algorithms based on variants of the Multiple Linear Regression as well as the K-Nearest 

Neighbors (KNN) technique have been experimented. Moreover, three adaptive selection 

criteria for selecting the most appropriate prediction algorithm for a given Nowcast have been 

developed and tested. The parameters analysed are Temperature, Humidity, Atmospheric 

pressure, rainfall, luminosity, wind speed and wind direction. Tests were performed in three 

different regions in Mauritius namely Reduit, Terre Rouge and Paillotte. A cloud notification 

system based on the IBM Bluemix platform was also set up to provide real-time weather 

predictions to users on their mobile phones. The best adaptive schemes were able to predict 

these parameters with an overall percentage error of 6.58% as compared to non-adaptive ones 

which predicted with a worst case percentage error of 13.59%.  
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         CHAPTER 1 

INTRODUCTION 
 

In this chapter an overview of conventional weather forecasting as well as the climate profile 

and weather forecasting systems available in Mauritius is given. 

 

1.1 Overview of Weather Forecasting 

 

The erratic behaviour of the weather associated to effect of climate change is presently 

becoming an increasingly important subject of concern. A typical description of climate change 

is in terms of average changes in precipitation or temperature. However, it is the shifts in 

severity and frequency of disastrous events which result in most economic and social costs [1]. 

With 2005 globally marked as the warmest year since 1880 [2], the former fact is well 

illustrated by the several costly weather disasters in 2010. These two years were marked in 

history due the exceptional damaging weather events, such as the Hurricane named Katrina in 

2005 and the deadly Russian heat wave in 2010.  Some of the remarkable events of 2010 

include: the biggest flood of Pakistan, the driest year of South-West Australia, and the warmest 

year in Canada. A similar trend continued in 2011. The U.S. experienced its second hottest 

summer throughout history, Australia went through flooding on a large scale, Texas, Arizona, 

and New Mexico went through shattering wildfires and drought, together with notable floods 

in Lower Mississippi, North Dakota and the North East [3]. Without any doubt, weather 

forecasting is crafting a very important and critical role to play with these unavoidable 

modifications in the climate of the world which are leading to catastrophic events [4]. 

The aim of weather forecasting is to determine in what way the weather will vary over a 

given interval and what will be the status of the weather over the forecast period. To achieve 

this, several parameters have to be measured in the atmosphere for e.g. atmospheric pressure, 

wind direction and speed, temperature, precipitation, cloud cover and so on. There are also 

computational models which can give weather forecasts based on temporal atmospheric 

changes caused by several factors such as warming differences across the earth's surface from 

solar radiation, cooling at night, atmospheric warming as a result of latent heat release during 

condensation, etc. Once weather data has been collected, there are several conventional 

techniques that are used to process these data and give a weather prediction. An overview is 

given next [5]. 
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(i) Persistence forecasting is a prediction based on the assumption that the future weather 

condition will be an extrapolation of the present one i.e. the weather conditions will remain 

constant [5]. 

(ii) Steady-state or Trend Forecasting is a method where the forecaster observes the changes 

happening in the weather systems. These could be the air masses, high and low pressure 

systems and fronts. The forecast is based on the hypothesis that these changes will persist at 

the same rate they have been occurring [5].  

(iii) Analogue method or pattern recognition – It uses the assumption that available weather 

patterns on weather charts resembling previous weather patterns on previous charts must lead 

to similar weather elements, or phenomena, produced by the previous patterns. It is also 

referred as Synoptic weather prediction. It concerns the observation of different weather 

elements within a given observation time. A forecasting station generates a sequence of 

synoptic charts every day, which are the very basis of weather prediction [6]. It consists of a 

large collection and analysis of weather data captured by thousands of weather stations. The 

images provide data for various types of atmospheric changes and expected change in weather 

due to current atmospheric conditions of a particular area. 

(iv) Climatological Forecast - This method uses statistical records such as the mean value 

of weather parameters elements of an area, the highest or lowest frequency of occurrence of 

some weather phenomena, the maximum and minimum values of weather parameters, etc. to 

predict the value of those weather parameters for a given future interval [5]. 

(v) Numerical Weather Prediction – It uses mathematical models of the atmospheric 

processes  that create changes to weather elements; such as, pressure, wind speed, temperature, 

wind direction, moisture content, etc., which have an effect on the atmospheric [5]. Numerical 

weather prediction (NWP) models are appropriate for large-scale medium-range weather 

forecasting. Typically, this "state of the atmosphere," or "picture" is defined by weather values 

at several disparate locations, called grid points, at ground or sea level as well as vertically in 

the atmosphere. Essentially it is the troposphere and lower stratosphere that are concerned. 

After obtaining the weather observations and the values of the measured weather elements have 

been input  entered into the program, the equations of the model can be solved to determine 

new values of the weather elements for a given time interval in the future. 

However, conventional weather forecasting systems provide predictions over extended 

periods of time for large regions which could span several Kilometres. Weather stations, 

generate forecasts based on a set of observations and computer models obtained from stations 
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that could be very far from the region whose weather is being forecast. Given the large coverage 

area of these forecast models, a 40% probability of rain implies there is a 40% probability of 

rain at any given point across the whole area. In other words, the forecast is being made for a 

large number of individuals separated by large distances. Hence it’s realistically unfeasible to 

obtain a correct forecast for everyone in a given TV or radio market. Realistically therefore, an 

80% chance of sunshine means that there is even a possibility of rain somewhere [7]. Another 

limitation is that drastic changes in climatic conditions such as flash floods and cloudbursts are 

difficult or too costly to predict in real-time. For example Cloud Burst forecasting is predicted 

by the prediction of rainfall and formation of clouds. The satellite based systems are expensive 

and require full system support. Another technique for cloud burst prediction is Data Mining 

techniques for weather prediction. Data mining is a technique for extracting meaningful 

patterns from large amount of data. Data mining is also defined as the process of extracting 

implicit, previously unknown and meaningful information and knowledge from large amounts 

of incomplete, noisy, random and ambiguous data for practical application. Laser beam 

atmospheric extinction measurements from manned and unmanned aerospace vehicles are also 

a method to predict cloud burst. The technique consists of making measurements of the laser 

energy incident on target surfaces of known geometric and reflective properties, using infrared 

detectors or infrared cameras calibrated for radiance. It is too costly and requires full 

government support for deployment [8].  

 

Given the limitations associated with conventional weather forecasting systems, several 

systems based on wireless sensor networks connected to micro-controllers that can even be 

relayed to a cloud computing facility have been used. These systems can incorporate several 

forecasting algorithms based on artificial neural networks, fuzzy logic, time series analysis and 

regression. The emergence of the Internet of Things (IoT) has also provided new avenues to 

address the weather forecasting problem. Essentially, these systems are able to provide 

localised, real-time weather forecasts. An overview of such systems is given in Section 1.2. 

 

1.2 Climate profile in Mauritius and the existing weather forecasting system 

Mauritius Island has an area of about 1844 km2 and located in the Indian Ocean at 

approximately 200S and 570E on the globe as depicted in Fig. 1.1. The structure of the island 

is a central hill and flat terrain also known as the caldera. The general characteristics of its 

climate can be categorized as a pleasant and moderate tropical one. According to statistics, the 
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usual annual rainfall is about 2120 mm with average annual temperatures of about 220C. The 

small size of the island does not make it indifferent to the significant alterations in the features 

of the climate such as rainfall caused by variations in the parameters: distance from coast, 

elevation, windward-leeward locations apart from the influences from cold fronts, irregular 

storms and Inter Tropical Convergence Zone (ITCZ) [9]. In contrast to other countries across 

the globe, there are only two seasons which are observed in Mauritius which are: summer (wet 

and warm) from November to April and winter (dry and cold) from May to October [10]. 

 

 
Figure 1.1:  Location of Mauritius [27]. 

 

In addition to the general annual climatic characteristics of the island, each of the four 

regions have different specificities. For instance, the northern region experiences dry 

conditions from August to October while wet conditions from November to April. 

Approximately 70% of the average annual rainfall is accounted by these wet months. The 

western region experiences the result exhausting water vapour on the windward slopes and 

descent of air on the leeward slopes. As a matter of fact, July to September are the driest months 

while in the summer months November to April. 78% of the rainfall in the west occurs. The 

rainfall patterns of the eastern and southern parts share some similarities. They are hit by the 

moisture-containing oceanic air almost throughout the year and benefit from the forced uplift 

as a result of its passage over the sloping lands and hills [9, 10]. 

 

The three main life-threatening incidences which have openly struck the Mauritian 

communities are: rise in sea level; flash floods and tropical cyclone. Some other connected 

natural occurrences which have been witnessed are: wave surges; forest fires; coral bleaching; 

landslides; and droughts [11]. The location of Mauritius Island make it extremely vulnerable 

to intense tropical cyclones which cause blasts of wind with speeds beyond 260 km/h, along 
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with torrential rain occurrences which frequently go above the 400 mm mark. These types of 

tropical cyclones are accountable for severe damages to private and public structure, loss of 

human lives, farming and agriculture, erosion of beaches due to wave surges amongst others. 

Current historical archives have shown that stronger cyclones with much longer life-span are 

born in the South-west Indian ocean area [12]. Over the past decades, intense tropical cyclones 

having a more extended diameter and average surface winds beyond 212 km/h have been 

witnessed. Examples of these cyclones are: Bansi and Eunice in 2015 [13, 14].  

 

The long term annual average rainfall of 2,010 mm (measured between 1971 to 2000) is 

expected to decline according to the (Intergovernmental Panel on Climate Change, 2007) IPCC 

(2007) [15] (United Nations Environment Programme (UNEP), 2014) and Mauritius is already 

facing sparse distribution of rainfall from 4,000 mm on the Central Plateau to 900 mm in the 

western region. Previous reports of the MMS have demonstrated a rise in the frequency of 

droughts over the years as well as an extreme lack of rainfall in the years: 1983 to 1984; 1998 

to 1999; and 2011 to 2012. Particularly, it is estimated that the mean annual rainfall will 

experience a degradation by 8% (Intergovernmental Panel on Climate Change, 2007) [15] with 

a rise in the frequency of flash floods. The 30th March 2013 marked history in Mauritius with 

the life-taking flash flood which occurred in the capital city of Port Louis killing 11 people 

with the 152 mm of rain falling in a very short lapse of time [16]. Places such as La Butte, 

Montagne Ory, Quatre Soeurs and Chitrakoot experience landslides during heavy rainfalls.  

 

The rise in the level of sea is forecasted to be between 18 and 59 cm by the year 2100. The 

average tidal gauge records from 1950 to 2001 reveal a rise of 7.8 cm in the sea level around 

Mauritius and 6.7 cm around Rodrigues Island [16]. This trend would ultimately lead to erosion 

of the beaches, loss of bays and irreversible damages to built-up regions around the coast. The 

rise in sea level has stressed the influences of storm flows which are threats to the lovely littoral 

landscape [17]. 

 

The Mauritius Meteorological Services (MMS) is a Government Institution which operates 

under the Ministry of Environment with the aim of executing meteorological and other 

connected tasks deemed as the duty of the State by the Government. This responsibility is 

undertaken to support the security, safety and general well-being of the people and to 

accomplish the global duties under several United Nations treaties, more precisely, the World 
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Meteorological Organization. Table 1.1 shows the temperature anomalies recorded by the 

weather stations in Mauritius for the month of January 2019 [18]. 

 

 

Table 1.1 :Temperature anomalies recorded by the weather stations in Mauritius for 

the month of January 2019 [18]. 

 

 
 

 

 

Figure 1.2 gives an overview of the January maximum temperature at Plaisance from the 

year 1969 to 2019 [18].  
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Figure 1.2: January maximum temperature at Plaisance from the year 1969 to 2019 [18].  
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CHAPTER 2 

ANALYSIS OF WEATHER FORECASTING SYSTEMS AND ALGORITHMS 

 

In this chapter an overview of weather forecasting systems and algorithms developed in 

previous research works is given. Section 2.1 gives and overview of IoT based weather 

forecasting systems and Section 2.2 gives an overview of numerical weather forecasting 

algorithms. 

 

2.1. IoT Based Weather monitoring and forecasting systems 

 

In [19] the authors proposed an IoT based solution for monitoring the weather at a given 

location and make it accessible via a cloud server. The system monitors and controls 

environmental conditions such as temperature, relative humidity, light intensity and CO level 

using sensors and relays the information to a web page.  A four-tier architecture was adopted 

in this work in which tier 1 was used to supply information on the parameters to be monitored 

for noise and air pollution for the given region under control. Tier 2 consisted of appropriate 

sensors for measuring the environmental parameters. Tier 3 was responsible for the data 

acquisition from sensor devices as well as for interpreting the condition represented by the 

captured data parameters. The system has as its main processing unit the ATmega328 

microcontroller. All the sensors and devices were attached to this main unit which could collect 

data from them and then transmit the data via a WiFi link to the internet. After deploying the 

system, the data sensed were successfully retrieved via the monitoring server. Once connected 

to the webpage, real-time information on intensity of sound and the CO level variations in that 

particular region were obtained. 

 

In [20], the authors made use of an IoT concept. They discussed how data collected from 

various sensors, using an advanced microcontroller platform, can be transmitted with different 

communication techniques before uploading them on the internet.  The proposed device has 

been designed to keep track of the weather parameters from faraway. An Arduino Ethernet 

shield has been used to connect to the internet. Tweets are sent from the Arduino with the 

Arduino Tweet library. For every tweet, the data are time-stamped and an incremented counter 
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is sent along. The Arduino Tweet Library makes use of an HTTP POST. The OAuth token and 

the weather data are put into the URL. After deploying the system, followers of the twitter 

account are notified at a prearranged time to obtain details of daylight, temperature and 

humidity along with a counter. The data can be accessed from anywhere with any device 

connected to the internet.  

 

In [21], an automated weather monitoring system has been implemented. The system 

automatically records humidity, temperature, light intensity, dew point and heat index by 

making use of three sensors, temperature and humidity sensor (DHT11), light dependant 

resistor and temperature sensor (LM35) , through an Arduino microcontroller.  The sensors are 

connected to the Arduino, which is then connected to an LCD and a PC. After the system has 

been set up, the sensors’ parameters are properly retrieved in a stable condition and kept in 

files. The files were then automatically imported to excel by using macros.  The data were 

cleaned and formatted before their graphical charts were plotted. The investigation was carried 

out in a controlled way.   

 

In [22], an IoT based weather station was introduced. The proposed model comprise of 4-tiers. 

Tier 1 is nature, tier 2 is sensor devisors, tier 3 is secure information securing and basic 

leadership and tier 4 is astute condition.  Raspberry pi2 and environmental sensors such as 

DHT11, rain drop sensor module KG004, MQ2 and a buzzer, have been used to record 

meteorological measurements. The recorded weather parameters were sent to the cloud over a 

wifi connection before providing a live reporting. “Thing Speak” was used to store and retrieve 

data from sensor devices.  Users can set alerts if weather parameters cross certain values. They 

can also view graphical representation of sensor values. After the system has been deployed, 

weather data: temperature, humidity, pressure, rain and CO levels could be viewed in a specific 

territory any time. 

 

In [23], the author developed a sensor network for data acquisition and made use of a cloud 

computing platform for storage and processing. The architecture consist of four layers: 

perception layer, network layer, middleware layer, and application layer. Temperature, 

humidity and precipitation data are collected through sensors and smart objects. Zigbee was 

used to allow communications between devices. Collected data are sent to the gateway, which 

is responsible to collect, process and transmit the data to the application server using long range 
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communication medium.  Cloud computing resources have been used to extract important data 

from the information received from the gateway. They are then stored in the database. The K-

medoid algorithm was implemented to analyse and retrieve patterns and knowledge from the 

data in the database. 

 

In [24], the author proposed an Arduino based cloudburst predetermination system which 

calculates rainfall intensity in real time.  The Arduino calculates the rain intensity with the data 

obtained from a rain gauge and a float switch. The latter observes the precipitation depth of the 

rainfall.  A pump was used to remove water from the gauge when it is full. A servo, placed on 

the Arduino, allowed the board to be controlled from anywhere. Three stages of alarm were set 

up corresponding to three types of threshold values for the rain intensity. Alert messages are 

broadcast to mobile phones with the Arduino GSM shield placed on the Arduino. Simulation 

of water level indication was performed on LabVIEW, which is a breadboard simulator.    

 

In [25], the authors designed a Flash Flood Warning System using SMS with advanced warning 

information. The system consists of a remote monitoring device, made up of an ultrasonic 

sensor, pulse detector, a wireless modem, a FEZ Domino board and a 6-volts battery powered 

by a solar panel. The device records the level and speed of water and sends the data to the 

server. A simulation was performed for the server application and modem, which receives 

sensors data and sends subscribers essential warning text, related to the increasing water level 

and water speed that might lead to flood, through Short Message Service (SMS). Seven days 

trials for the water level and velocity have been recorded. The recorded data were used as input 

in the regression prediction algorithm for forecasting any possibility of flood. In the system, 

water level and water flow data are instantly used to predict risk and the possibility of flash 

flood.  

 

In [26], the authors made use of IoT to redesign previous wireless sensor network (WSN) based 

systems with the intention of refining the accuracy, efficiency and scalability of existing flood 

monitoring systems. Sensors used in an IoT system should be maintenance free, adopt ultra-

low power management systems and communicate through the internet via machine to machine 

(M2M) technology. Wireless communication standards that can assist M2M are: the Wi-Fi 

technology (IEEE 802.11), the new Weightless (IEEE 802.11ah and IEEE 802.11af). The IoT 

system should allow easy integration of an additional device, secure interconnection of diverse 
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information sources, persistent storage services, both predefined and customized analytical 

services, proper visualization interface and user application that can securely register new 

users. A dense network of rain gauges ensures the system’s survival in a very severe weather 

condition and the system’s accuracy.   

  

In [27], the authors introduced CloudCast, a mobile application for localized short term weather 

prediction. CloudCast consists of an architecture linking weather radars to cloud resources and 

a Nowcasting algorithm that accurately predicts short term weather conditions. CloudCast’s 

architecture was designed for a recently created radar sensor network by the center for 

Collaborative Adaptive Sensing of the Atmosphere (CASA). It can also be incorporated in 

other radar network like NEXRAD. CloudCast is made up of MC&C, which regulates the 

scanning of the radar;  DiCloud, which allows users to perform investigations that can make 

use of an exhaustive amount of data in Amazon EC2 cloud resources ; and Nowcasting, a short 

term weather prediction algorithm. Based from a live experiment, CloudCast was able to 

perform accurate prediction with less than 2 minutes delay to deliver 15-minute Nowcast image 

to a mobile client.   

 

In [28], the authors designed an SMS based Flood monitoring and Early Warning system. The 

system timely informs threatened population and concerned authorities of the water level when 

it goes beyond the predefined threshold value. Pressure sensor and other electronic components 

were placed on top of a metal pipe. An increase in water level would cause air to be trapped in 

the pipe. Pressure in the pipe is then calibrated into height of water by the Arduino.  The Global 

System for Mobile Communications (GSM) module was used to send alert massages. Credit 

top-up and storing contact numbers were performed via SMS. The authors successfully 

measure water level through the pressure sensor and they proved that pressure and water level 

have a strict linear relationship. 

 

 

2.2 Previous Research on Numerical Weather Forecasting Algorithms 

 

In this section an overview of previous research on the four main categories of numerical 

weather forecasting algorithms namely Regression, KNN, ARIMA, Artificial Neural Networks 

and KNN is given. 
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2.2.1 Regression – based prediction 

2.2.1.1 A simple weather forecasting model using mathematical regression [29] 

A framework for predicting weather conditions for a specific station was proposed by [29]. 

Data was gathered locally and processed to obtain statistical measures of the hidden 

information. These include moving average, exponential moving average, rate of change, 

oscillator, moments and coefficients of skewness and kurtosis which were computed over 

certain intervals of time. The study was carried out at Pantnagar Station where weather data 

had been collected from April 1996 to March 1999. Around 80% of the weather data was used 

to train the model while the remaining 20% was used for validation. For obtaining maximum 

and minimum temperature approximation, data was collected for 15 weeks compared to 45 

weeks for relative humidity. The whole data set is divided in two parts, the first is used to obtain 

multiple linear regression (MLR) equations and the remaining is used for testing the model. It 

was observed that it is better to use input parameters such as maximum temperature, minimum 

temperature and rain to estimate relative humidity compared to extracting features from its own 

time series. Rainfall estimation can be estimated using other parameters such as maximum 

temperature, minimum temperature and relative humidity. It is also possible to relate one 

weather parameter with other parameters. 

 

2.2.1.2 Forecasting seasonal and annual rainfall based on nonlinear modelling with gamma 

test in north of Iran [30]. 

The focus of the study carried out by Ansari [30] was to resolve part of the problems related to 

the forecasting of rainfall by using a nonlinear modeling with Gamma Test (GT). The problems 

involved the lack of short term rainfall prediction. Despite existing mathematical techniques, 

fundamental concerns remain like simplicity, high accuracy, real time use in many stations of 

a region, and the low availability of inputs are still unsolved. This research focuses on rainfall 

forecasting in the northern part of Iran by using monthly rainfall data sets for the past four 

years. Furthermore, geographical longitude, latitude and elevation in every station are also used 

for forecasting. Input combinations on general statistics associated to Gamma Test were 

considered and the amount of data required to construct appropriate models for predicting 

annual, spring and summer rainfall was determined using M‐test. The Gamma Test assesses 

the best mean squared error for a specific array of inputs that can be obtained before model 

construction. This approach can be applied to get the best embedding dimensions and length 

of data for modeling to attain a specific output. The potential of Gamma Test is used for 
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specification of the main parameters on seasonal and annual rainfall. In addition, it uses GT‐

derived input data for nonlinear modeling of rainfall with Local Linear Regression (LLR) and 

Artificial Neural Networks (ANNs). The evaluation of nonlinear models is done in training and 

validation stages after the model construction. The best modeling results are obtained when 

input variables of monthly and seasonal rainfall are combined. The LLR models, which utilize 

different combinations of inputs (height, latitude, longitude, monthly/seasonal /annual rainfall), 

also works well in prediction. 

 

2.2.1.3 A weighted multiple regression model to predict rainfall patterns: principal 

component analysis approach [31]. 

This study aims at developing a basic rainfall forecasting model by using Southern Oscillation 

Index (SOI) and Darwin Sea Level Pressures (Darwin SLP). Research was carried out for 

Zimbabwe over one year. Drought is common in Southern Africa and it affects many people, 

thus creating impoverishment, environmental harm and social privation. The main reason of 

drought is triggered by many natural phenomena which cause a drastic decrease in rainfall. In 

this study, dependent rainfall variable is expressed in terms of independent explanatory 

variables. Multiple linear regressions are utilized to depict a correlation between the dependent 

variable and the explanatory variables. This allows analyzing the results in modifying several 

determinants on the dependent variable. When the observations are calculated over time, the 

model becomes a time series regression model. Consequently, the statistical correlation can be 

used to forecast values of rainfall. To confirm the forecasting power of the model, all 

suppositions of multiple linear regression must be satisfied. To enhance the effectiveness of 

the model, principal component analysis is used. This approach use highly correlated features 

into main components that are less correlated with each other. The multiple least squares 

criterion weights each observation uniformly in deciding approximates of the parameters. This 

gives the impact of each data point over the parameters estimates and maximizes the 

effectiveness of the parameter estimation. Furthermore, a weighted multiple regression 

technique is used to adjust for heteroscedasticity in the error terms. 

 

2.2.1.4 Rainfall prediction using modified linear regression [32]. 

The research uses the Linear Regression mathematical model to predict rainfall in different 

regions of Southern India. Previous systems were not able to predict approximate rainfall. The 

paper presents a revised Linear Regression model to forecast rainfall. Linear regression is 
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applied on training data sets and the prediction is carried out by using rainfall as an independent 

variable and average temperature and cloud cover as dependent variables. The error percentage 

is calculated by subtracting the forecasted value from the actual value. The error percentage is 

introduced to the input training set and the last few steps repeated till there is no further increase 

in the error. The paper shows a mean error percentage of about 7%, which is a lower than 

models such as clustering and back propagation.  

 
 

2.2.2 ARIMA 

2.2.2.1 Hadoop-based ARIMA algorithm and its application in weather forecast [33]. 

The ARIMA forecasting algorithm based on Hadoop framework for weather prediction has 

been presented in this article. This paper uses daily average water pressure and daily average 

humidity data collected over the past decade to forecast the data of the coming fortnight. The 

error in daily average humidity does not exceed 10% and that for water pressure does not 

exceed 25%. It was concluded that as the prediction step increases, the error in both daily 

average humidity and daily average water pressure increase, therefore further enhancements 

are required for this model.  

 

2.2.2.2 Short-term wind speed forecasting using ARIMA model [34]. 

The research in the paper uses the ARIMA model to forecast wind speed for a period of 7 days 

in Latvia. The gained ARIMA structure (p, d, q) was used Wind speed forecasts were carried 

out for periods of 2, 6, 12 and 24 hours ahead. Higher inaccuracies were noted in extended 

wind speed forecasts. The 24-hour prediction gave errors up to 42.4% when compared to real 

data. It was concluded that inaccurate results were obtained because of higher values of p and 

q, which led to the prediction function becoming linear.  

 

2.2.2.3 Modeling of weather parameters using stochastic methods (ARIMA model) [35]. 

The paper presents the use of ARIMA model to forecast weather conditions for the Abadeh 

region of Iran. Weather parameters such as monthly rainfall, average temperature and relative 

humidity modeling and prediction using time series analysis and stochastic methods were 

carried out. It was concluded that the appropriate models for rainfall forecast was ARIMA (0 

0 1) (1 1 1)12 model and for temperature forecast and relative humidity was ARIMA (2 1 0) 

(2 1 0)12 model.  
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2.2.2.4 Seasonal ARIMA model for forecasting of monthly rainfall and temperature [36]. 

The paper presents the Box-Jenkins time series seasonal ARIMA to forecast rainfall and 

temperature for monthly intervals for a region of India. Rainfall and temperature records from 

1994 to 2006 were examined to predict the same parameters for the next five years.  Data was 

examined using SPSS statistics computer package. Auto correlation function (ACF) and Partial 

Auto correlation function (PACF) of time series of temperature and rainfall were formed up to 

a leg interval of 72. Seasonal ARIMA models can forecast minimum and maximum 

temperature more precisely as statistics of models indicate. The accuracy of predictions made 

for rainfall by seasonal ARIMA model is less because data is irregular and contains many 

missing values, which increases white noise in the system. Accuracy of these predictions can 

be enhanced in the future by using these predicted values for missing values. 

 

2.2.2.5 An application of ARIMA models in weather forecasting: a case study of Heipang 

airport – Jos plateau, Nigeria [37]. 

The paper presents the application the ARIMA model for weather prediction. The data used 

for generating the models consist of monthly records from 2011 to 2016 of average 

temperature, rainfall and wind velocity at Heipang airport- Jos Plateau, Nigeria. The variables 

used for the study are: temperature, rainfall and wind speed. To develop the ARIMA models 

for the variables, the first step in the analysis of data is experimental data analysis where a plot 

of the data is investigated. Correlogram and partial correlogram plots have been used to allow 

a better understanding about the stationarity of the variables. Close similarity between 

predicted and real data was noticed for temperature values. However, rainfall and wind speed 

predictions were less reliable.  

 

2.2.3 KNN 

2.2.3.1 KNN technique for analysis and prediction of temperature and humidity data [38]. 

The K-Nearest Neighbor (KNN) data mining approach was used to predict temperature and 

humidity data for a particular region in India. The algorithm uses monthly temperature and 

humidity data as input. Three matrices were developed for the year 2009, 2010 and 2011 with 

each column of the matrix representing the date, temperature and humidity on a particular day, 

whereas row consisted of the values. Humidity and temperature were forecasted for a period 

of 4 days. According to the authors, the model gave accuracy of around 90% for temperature 

and humidity prediction.   
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2.2.3.2 Weather analogue: A tool for real-time prediction of daily weather data realizations 

based on a modified k-nearest neighbor approach [39]. 

The paper presents a modified version of the k-nearest neighbor approach to predict weather 

data such as solar radiation, maximum and minimum temperature, and rainfall. The method 

presented employed the k-mean approach for k-NN showed favourable results for the 

prediction of the weather parameters that were part of the experiment. Rainfall prediction was 

also obtained even where no heavy precipitation for any given day was observed. The study 

showed that it was feasible to forecast even unrecorded day-to-day weather information with 

reasonable precision. However, it was also noted that historical weather data would greatly 

benefit the system and improve prediction capabilities.  

 

2.2.3.3 Solar forecasting by K-Nearest Neighbors (K-NN) method with weather classification 

and physical model [40]. 

This study presents, a model for the prediction of weather and solar units based on the K-NN 

algorithm. Apart from load or price of energy prediction, other models which explain the inner 

mechanism of photovoltaic units are available. These mathematical models perform quite well 

in an optimum environment. The benefits of weather classification process has been considered 

in this study. 

 

In this work, the three variants of the K-NN algorithm used are: K-NN with Gradient Descent, 

Distance Weighted K-NN, and Local Weighted Linear Regression. The prediction model is 

trained using historical datasets of solar irradiance, weather, and power generation from 

photovoltaic units. The primary step involves the cleansing of the gathered raw data. A 

classification / grouping into different pre-defined categories of weather is performed based on 

the weather conditions. A pre-estimation of the output power from the photovoltaic modules is 

done using a physical model of the solar units. These values are then compared to the actual 

historical outputs during the training process of the prediction model. A merging of the pre-

estimated photovoltaic values with the matching forecasted residual obtained from the K-NN 

algorithms is performed before making predictions in the testing phase. 

 

The three different categories of weather conditions used in this study are: cloudy, clear sky, 

and overcast. For each of the categories, three different K-NN based prediction algorithms are 
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implemented. Results demonstrate that diverse models can be used for different categories of 

weather conditions. The basis of the grouping process is performed using the Direct Normal 

Irradiance (DNI). Clear sky days are categorized using the condition that the first order 

derivative of the DNI changes sign only once. The overcast days are categorized based on the 

condition that the total DNI in a day is lower than 800 W/m2. 

 

2.2.3.4 Seasonal to inter-annual climate prediction using Data Mining KNN technique [41]. 

This paper focuses on the use of K-NN with an approach of data mining for the implementation 

of the prediction system. The latter takes historical data as input for training a model with the 

ability to forecast weather conditions of targeted countries, cities or regions several months 

ahead. The K-NN based prediction model performs a distance measurement between the new 

sample from the testing set and the all the samples stored in the training set. The most common 

measure of distance is the Euclidean distance. Depending on the application, the predicted 

value is obtained by performing a voting or mean computation of the corresponding outputs 

from the K samples with the smallest Euclidean distances. 

 

2.2.3.5 Predicting realizations of daily weather data for climate forecasts using the non-

parametric nearest-neighbor re-sampling technique [42]. 

The precision of the K-NN mechanism was assessed as the primary objective of this work. This 

was performed using weather data from multiple sites in Georgia, collected on a daily basis for 

a whole year. Additionally, the calculation of the minimum required historical weather data for 

obtaining acceptable accuracies with the datasets of specific sites was the second objective of 

the work. The K-NN procedure was implemented using feature vectors consisting of minimum 

and maximum temperature, precipitation, and solar irradiance as input observed weather data. 

A moving window technique was then used to denote the differences across seasonal 

boundaries. In order to avoid the excessive influence of variables with high magnitudes on the 

neighbor selection, a normalization was also performed on the dataset. 

 

In view to meeting the second aim of the study, the authors used data from 10 different sites 

and compared the best match obtained when using the whole dataset with either 5, 10, 20, or 

25 years of historical data. Results demonstrate that the K-NN algorithm performs well with at 

least 25 years of historical training data. 
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2.2.4 Neural Network 

2.2.4.1 Comparative Study of Moving Average on Rainfall Time Series Data For Rainfall 

Forecasting Based on Evolving Neural Network Classifier [43]. 

In this work, the Moving Average (MA) algorithm was used for smoothing time-series rainfall 

data. The pre-processed data is then used as input to the Evolving Neural Network (ENN) 

prediction model. The MA algorithms studied in this work are: Centered MA, Weighted MA, 

Double MA and Simple MA. The targeted forecast in this work is that of 1 month rainfall for 

Bangdung Regency area in Indonesia. The actual training dataset was the rainfall data for the 

period 1998 – 2012 retrieved from that area’s Department of Agriculture. The prediction model 

was then built using the ENN learning process. Tests were finally performed with smoothed 

data samples using all 4 MA algorithms as well as Modified Weighted MA. The results of 

Mean Absolute Percentage Error (MAPE) ratio obtained are as follows Simple MA(23.14%), 

Centered MA(15.66%), Double MA(17.56%), Weighted MA(28.55%) and Modified 

WMA(23.80%). The results show that the minimum MAPE value is obtained when using 

Centered MA. The MAPE ratio of 15.66% corresponds to an accuracy of 84.34%.  

 

2.2.4.2 Weather forecasting model using Artificial Neural Network [44]. 

The authors of this work have studied the possibility to apply Artificial Neural Networks 

(ANN) in the analysis of weather conditions. The have aimed to implement predictive models 

with reliable accuracy levels together with comparing the performances of the different models 

by employing varying number of neurons, hidden layers, and different transfer functions. The 

irregular and non-linear nature of weather data trends has made ANN to turn out being an 

efficient technique in this case. Matlab (R2008a) with the Neural Network Fitting Tool was 

employed for the implementation and analysis of ANN with the weather dataset. A sample 

dataset with 365 records for the period 1999 – 2009 obtained from a station in Ontario was 

used in the study. The data set was split into 60% for the training set, 20% for the cross-

validation set and the remaining 20% was used as the test set. The performance evaluation of 

each different predictive model was done using the Mean Squared Error (MSE). Models with 

a total of 20, 50, and 80 neurons were explored. A distribution of the neurons was performed 

over 5 and 10 hidden layers in each case. 
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2.2.4.3 An Efficient Weather Forecasting System using Artificial Neural Network [45]. 

In this research, the authors have presented a temperature prediction model based on the Neural 

Network algorithm. A sample dataset from Weather Underground has been used in this work. 

The dataset consisting of real-time observation for the period January 2009 to December 2009 

has been used in the work. The main features available in the weather dataset are: Humidity in 

%, Temperature in Degrees Celsius, Dew Point in Degrees Celsius, Visibility in kilometers, 

Sea Level Pressure in hPa, Wind Speed in km/h, precipitation in centimeters, and Wind Gust 

Speed in km/h. Experimentations have been performed using different distributions of the 

number of neurons in the different number of hidden layers, and different learning rates. The 

different models obtained from the different combinations of the training parameters have been 

tested by predicting the temperature of some unseen days by the trained models. The results 

pertaining to the Root Mean Squared Error (RMSE) on unseen days are as follows: 02-Jan-

2009 (Min: 0.0079, Max: 0.6905), 27-Aug-2009 (Min: 0.1257, Max: 0.8005), 09-Jun-2009 

(Min: 0.0809, Max: 1.006) and 29-Nov-2009 (Min: 0.0336, Max: 1.2316). 

 

2.2.4.4 Predicting the Dutch weather using recurrent neural networks [46]. 

This paper focuses on weather forecasts in the Netherlands where the power of neural networks 

is applied to weather. These new innovative techniques are used to generate weather forecasts 

which consist of the mean temperature for the coming days. The complexity of the model has 

been increased over time, from short term predictions using some data from weather stations, 

to predictions for temperature and weather type for the coming week based on weather maps. 

To be able to process the sequential gridded data format used for weather maps, a recurrent 

convolutional neural network is used. The model uses linear regression to make the predictions. 

The training cost or loss is determined using the mean squared error. After implementation of 

the model, the results were not deemed competitive with the current weather prediction models. 

 

The forecasting results show that the model is not capable of predicting any extreme weather 

changes. The model does, however, predict the general trend in the mean temperature. Another 

interesting thing to note is the very unnatural bump from previous temperatures to the 

prediction. In two of the three plots, the temperature on the first day is wrong in an unnatural 

way. It suddenly bumps up before going down. This might be learned behaviour to reach a 

higher standard deviation. If this is the case, the addition of this extra cost becomes debatable 

as it forces the network to learn this kind of unwanted behaviour. There is no hard proof if this 
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is really the case. The performance of the model is lacking because of the quality of the data in 

combination with the expectations. First off, the dataset was too small to train a deep neural 

network. This lead to overfitting. Secondly, making a prediction of the temperature up to one 

week ahead based on maps of land temperatures in Europe not reliably possible. Temperature 

is dependent on many variables which were not given to the model. This data was not easily 

available. The current data would probably work better for a country further away from the sea 

because the sea provides no information. Even then it is estimated that more variables and data 

would be necessary. 

 

2.2.4.5 Neural network training model for weather forecasting using fireworks algorithm 

[47]. 

The work presented in this paper is targeted towards the utilization of the recently developed 

Fireworks algorithm (FWA) for training Artificial Neural Networks. The primary aim of the 

work is the prediction of average temperature on a daily basis with the use of weather 

parameters measured in Bangkok. The multilayer forward network structure used in this work 

consists of a single hidden layer. The training of the ANNs is performed using FWA for the 

determination of the proper biases and weights. Four different experiments were performed 

with the use of the local weather dataset in this work. The first one was made on a one year 

period from January 2012 to December 2012. The second one was made for the one- year 

period from January 2013 to December 2013. The third one was made for the two-year period 

from January 2012 to December 2013. The final experiment was performed for the three-year 

period from January 2012 to December 2014. 

 

2.2.4.6. Forecasting Rainfall in Mauritius using Seasonal Autoregressive Integrated 

Moving Average and Artificial Neural Networks [48]. 

 

(Cheeneebash, et al., 2018) made a comparative study of the most recent computational 

intelligence (CI) techniques which have been applied for meteorological time series prediction 

purpose. The study takes into account artificial neural network (ANN), fuzzy logic, Bayesian 

network (BN) and other probabilistic models. It was found that the previous studies consider a 

single computational intelligence family or a single meteorological parameter and didn’t study 

the Bayesian network-based approaches. (Cheeneebash, et al., 2018) derived a hybrid CI 

technique, spatial fuzzy Bayesian network (SpaFBN), from the existing approaches. SpaFBN 
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is a fuzzy extension of the spatial network (SpaBN), which reduces parameter uncertainty with 

the incorporated fuzziness. It overcomes the problem of discretized data. Moreover, it is an 

effective tool to predict meteorological time series data, especially humidity and precipitation 

rates.   

 

2.2.4.7 Data-driven approaches for meteorological time series prediction: A comparative 

study of the state-of-the-art computational intelligence techniques [49] 

 

(Das & Ghosh, 2017) studied and compared autoregressive integrated moving average 

(ARIMA) and the Artificial neural network (ANN) to predict rainfall in Mauritius. The amount 

of rainfall is considered for the period of July 2012 to July 2014. It was found that the data 

follows a seasonal trend. Four steps have been followed in seasonal autoregressive integrated 

moving average: specification, estimation, simulation and forecasting the multiplicative 

ARIMA model. Matlab toolbox has been used to model the neural network. The two algorithms 

were compared through their mean square error, mean absolute difference and mean absolute 

percentage difference. The ANN method was more accurate in predicting rainfall since it 

follows a nonlinear trend and has the ability to learn and train itself.  

 

 

2.3 Theoretical Framework of Numerical Weather Forecasting Algorithms 

 

In this section the following general symbols have been used to describe the different variables 

in the equations: 

 

T: temperature in degrees celcius 

H: % Humidity 

L: Light intensity in 

R: Rainfall in mm 

P: Atmospheric pressure in Pa. 

Wd: Wind direction converted to a degrees scale. 

Ws: Wind speed in m/s 
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2.3.1 Regression Models 

2.3.1.1 Linear Regression [50] 

The Linear Regression is a type of regression analysis method that models a relationship 

between a dependent variable and an independent variable using a linear equation. The model 

is expressed as:  

Ti+1 = a + b Xi 

 

Where,  

Ti+1 is the predicted value on the y-axis (arrival time or congestion level),  

a is the intercept on the y-axis,  

b is the slope of the regression,  

Xi is the independent variable (distance).  

 

The intercept and slope of the regression are estimated using the Least Squares method 

described as follows.  

 

The slope of the regression, b is calculated using the following equation:  

 

B = 
𝑆𝑆𝑥𝑦

𝑆𝑆𝑥𝑥
 

 

Where,  

 

SSxy is the sum of the co-deviates,  

 

SSxx is the sum of the square deviates of Xi.  

 

The intercept of the line is calculated using the Equation below.  

 

A= Tavg - bXavg 

 

Where Tavg is the average of the dependent variable,  

 

Xavg is the average of Xi.  

 

The predicted value, Ti+1 at any given point Xi is calculated as a+bXi. 

 

2.3.1.2 Non-Linear Regression [50] 

The non-linear regression fits data to the function   
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y = a + b.exp(-c.x) 

 

where 

 a and c are the unknown parameters whose best estimates are to be obtained by 

the regression.  

b is known and equals 8.0. 

The test data was created for values of a = 3.0 and c = 0.5 and white noise, with a 
standard deviation of 0.5, was added to the generated y values. 
 
 

2.3.1.3 Polynomial Regression [50] 

The polynomial regression is a method in which a dependent variable is regressed on the 

powers of an independent variable. Polynomial regression is expressed as:  

 

Ti+1 = a + β1Xi + β2X2i + β1X3i + … + βDXDi 
 

 

 

Where,  

 
Each βi , i = 1,2,.., D is the slope of regression with respect to the variable Xi,  
D is the degree of the polynomial. 

 

2.3.1.4 Multiple Linear Regression [51] 

 

In this work, with multiple linear regression, equations involving a general parameter P1 to 

be predicted at time t+1 with respect to the previously recorded value of P1 at time t and 

another related parameter Px were formulated as per the following generic combination: 

 
𝑃1𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑃1𝑡 + 𝑎2(𝑊)𝑃𝑥𝑡                                        (1) 

 
Where, 
 
Pxt denotes any other related parameter that could influence the value of P1t. 

 

a0(W), a1(W) and a2(W) are coefficients determined for a training window of size W which 

was kept at 120 mins.  
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These coefficients were recomputed after every 120 mins to adjust the model to the newly 

recorded values obtained from the weather sensors. 

 
Three different combinations of multiple linear regression equations denoted as MLR, MLR1 

and MLR2 were derived experimentally for the seven weather parameters. These 

combinations are described as follows: 

 

MLR 
 
With this model, the following combination of equations were used: 
 
 

𝑇𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑇𝑡 + 𝑎2(𝑊)𝐻𝑡                                       (2)                 

 

𝐻𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝐻𝑡 + 𝑎2(𝑊)𝑇𝑡                                        (3) 

 

 𝐿𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝐿𝑡 + 𝑎2(𝑊)𝑇𝑡                                         (4) 

 

𝑃𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑃𝑡 + 𝑎2(𝑊)𝑇𝑡                                          (5) 

 

𝑅𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑅𝑡 + 𝑎2(𝑊)𝑇𝑡                                        (6) 

 

𝑊𝑆𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑊𝑆𝑡 + 𝑎2(𝑊)𝑇𝑡                                 (7) 

 

𝑊𝐷𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑊𝐷𝑡 + 𝑎2(𝑊)𝑇𝑡                                (8) 

  

MLR 1 

 

𝑇𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑇𝑡 + 𝑎2(𝑊)𝐿𝑡                                         (9) 

 

𝐻𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝐻𝑡 + 𝑎2(𝑊)𝐿𝑡                                     (10) 

 

 𝐿𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝐿𝑡 + 𝑎2(𝑊)𝐻𝑡                                       (11) 

 

𝑃𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑃𝑡 + 𝑎2(𝑊)𝐻𝑡                                       (12) 
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𝑅𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑅𝑡 + 𝑎2(𝑊)𝐻𝑡                                      (13) 

 

𝑊𝑆𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑊𝑆𝑡 + 𝑎2(𝑊)𝐻𝑡                                 (14) 

 

𝑊𝐷𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑊𝐷𝑡 + 𝑎2(𝑊)𝐻𝑡                                 (15) 

  

 MLR 2   

 

𝑇𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑇𝑡 + 𝑎2(𝑊)𝑃𝑡                                            (16) 

 

𝐻𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝐻𝑡 + 𝑎2(𝑊)𝑃𝑡                                            (17) 

 

 𝐿𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝐿𝑡 + 𝑎2(𝑊)𝑃𝑡                                                (18) 

 

𝑃𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑃𝑡 + 𝑎2(𝑊)𝐿𝑡                                                (19) 

 

𝑅𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑅𝑡 + 𝑎2(𝑊)𝐿𝑡                                               (20) 

 

𝑊𝑆𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑊𝑆𝑡 + 𝑎2(𝑊)𝐿𝑡                                         (21) 

 

𝑊𝐷𝑡+1 = 𝑎0(𝑊) + 𝑎1(𝑊)𝑊𝐷𝑡 + 𝑎2(𝑊)𝐿𝑡                                        (22) 

 

It is to be noted that the above derivations do not necessary tally with the actual physical 

relationships between these parameters. However, they provided the best results 

experimentally and therefore, were included in the application. An overview of the physical 

relationship between some weather parameters is given in Section…. 

 

2.3.2 ARIMA Models 

2.3.2.1 Moving Average [52] 

The Moving Average (MA) is a method which includes constructing a new time series based 

on the averages of a different subset of window size k of the original time series. Given a set 

of observations, the average is calculated by releasing the oldest observation and adding the 
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next observation following the original subset in the series. The simple moving average used 

in this thesis is given by:  

 

Where, 

Yi+1 is the predicted value (speed of vehicle or congestion level),  

n is the number of previous observations,  

Yk represents the value of the k previous observations.  

K is the window size  

2.3.2.2 Autoregressive Integrated Moving Average (ARIMA) [52] 

The ARIMA is a stochastic time series model first popularised by Box and Jenkins (Box et al. 

2015). An ARIMA model is a generalisation of an Autoregressive Moving Average (ARMA) 

model that is used to predict a value in time series data as a linear combination of its past values 

and past errors. The model is used on time series data which can be made stationary by 

differencing(Robert, 2017). The general expression of ARIMA forecasting is given below:  

 

Yi+1 = µ + Ø1Yi-1 + … + ØpYi-p + Ɵ1ei-1 + … + Ɵ qei-q 

 

Where, 

p represents the order of autoregression,  

q is the order of moving average (number of past error terms),  

Ø is the slope coefficient,  

Ɵ is the moving average coefficient,  

e is the error term  

µ is a constant term  

 

One typical technique to evaluate the order (p and q) of an ARIMA model is by using 

Akaike’s Information Criterion (AIC) based on the probability of the data [32]. In this 

study, the AIC is applied to an array of predefined order (p and q) combined with an input 

time series data, and the model with the lowest AIC value is chosen as the predictor. 

Equation (2.3) gives the AIC function for a finite sample size S.  
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AICc(p,q) = AIC + 
2(𝑝+𝑞+1)(𝑝+𝑞+2)

𝑆−𝑝−𝑞−2
 

 

Where AIC = -2 log L + 2(p + q + 1),   

L is the likelihood of the data,  

S is the size of time series. 

 

 

2.3.3 K-Nearest Neighbors (KNN) Algorithm [52] 

The KNN algorithm depends only on the given data set and a user-defined constant parameter 

namely K. The following procedures explain the KNN algorithm.  

 

1. With a distance function, the K readings nearest to the prediction point (next 

interval) is retrieved.  

2. The forecasted output is computed as the mean of the K nearest readings given 

in the following equation:  

 

Where,  

K is the neighbourhood size,  

And yk is the nearest reading  

 

Figure 2.1 illustrates an example of the KNN technique where the green dot represents 

the average of the most adjacent observations.  

 
Figure 2.1: KNN Neighborhood [52] 

 

The distance function also known as a distance metric is used to compute the distance between 

a pair of readings in a data set. In this work, the Euclidean Distance metric is included into the 

KNN technique, and the formula is given by:  
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Where,  

xj is the next the interval to predict (distance),  

xk is the actual reading (distance)  

 

Once all the distances between the unknown observation and all the real observations are 

calculated, the K observations with the smallest distances are chosen for prediction. The 

Neighbourhood size, K is radically linked to the prediction performance. Several techniques 

like trial-and-error and cross-validation methods have been used to determine the best 

neighbour size of the KNN algorithm, but require an amount of computational time. Therefore 

in this research, an empirical rule-of-thumb is selected where the size of K is equal to the square 

root of the dimension of the actual data set [52].   

 

2.3.4 Neural Network (NN) Model [53] 

The NN consists of several interconnected processing elements called neurons which are 

arranged in three layers namely the input, hidden and an output layer. Each neuron evolves a 

weight value that relates the input and output data. Multilayer Perceptron (MLP) NN 

architecture is used in this research due to its capability of estimating any function [54]. Figure 

2.2 exemplifies this architecture. 
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Figure 2.2: Structure of Neural Network [53] 

 

The output of the NN is calculated as follows.  

 

Where,  

 

A is the output value,  

f is the activation function,  

wi is the weight of the ith neuron,  

pi is the value of the ith input,  

b0 is the bias value and  

N is the number of neuron 

 

The number of nodes in the input layer is proportional to the number of input variables that are 

used to predict an output. The hidden layer describes the complexity of the connection between 

the input and output layer. The number of nodes in the hidden layer is usually determined by a 
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trial and error method since it relies on the complexity of the problem. Connections between 

the layers are linked with weights. Every input to the network is passed to down to the hidden 

layer which uses the inputs to compute a new value depending on the weights from the link 

between the input and hidden layer. The output layer then uses this new value to create a 

modified value based on the linked weight between the hidden and output layer. The output 

value is then used in an activation function to calculate a forecast value.  

 

The activation function is used in the hidden layer to initiate non-linearity into the network to 

normalise the range of the output of a neuron to -1 and 1. The sigmoid function is applied in 

this research since it can adapt a range of behaviours depending on the input value. The 

expression of the sigmoid activation function is given in the following equation.  

 

                                                           (23) 

Where v is the input value. 

 

 

The Back-Propagation algorithm developed by Rumelhart et al.[55], is applied during the 

learning phase of the Neural Network to balance the weights of the connection. In this research, 

this training algorithm is used in the implementation of the NN. The algorithm can be divided 

in four stages as listed below. 

 

1. Initialises weights to random values  

2. Performing feed-forward process that presents data to the network  

3. Computing the error and then back propagates the error to previous layers  

4. Adapt the weights of the connections.  

 

The error between the network output and the desired output can be reduced if the above steps 

are repeated a number of times. The learning phase of the network is regulated by several 

parameters namely the Learning Rate, Momentum and Epoch [56] which are set by the user 

during network setup. In addition to that, it is important to normalise the input data before the 

training process to enhance the computations and to achieve more accurate results [57]. Hence, 

a mere min-max normalisation is used in thesis and is given by:  
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                                               (24] 

Where,  

 

Xcurrent is the current value,  

XMin is the minimum value of X and  

XMax is the maximum value of X.  

2.4 Implementation of different forecasting algorithms. 

The following subsections provide comprehensive information about the proposed program 

structure and the design of the user interface. 

 

2.4.1 Program Design 

 

Figure 2.3 demonstrates a binary tree organisation of the Java program’s methods developed for 

the application of weather forecasting. 

 

Weather Forecasting App

MainFrame.java

WeatherMonitor()

Prediction Algorithm

GetWeatherData()

UpdateArray() Predict()

DisplayResult() DisplayPredictResult()

Time Series Model Regression

MovingAverage.java

Arima.java

KNN.java

Neural Network 

Model

LinearRegression.java Neural.java

MultipleLinearRegression.java

Polynomial.java

NonLinearRegression.java

MultipleNonLinearRegression.java

 

Figure 2.3: Program method structure 
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The application consists of eight Java classes which are made up of one Main Frame class and 

nine predictive analysis classes. When the program begins, the Main Frame (MainFrame.java) 

runs the graphical components to display the Java form given in Figure 1. After loading the 

graphical elements, the WeatherMonitor method extracts the weather information in real-time 

from the server and displays it on the application. The weather information is then stored in an 

array structure which is updated continuously every minute. The DisplayResult() function 

displays the information stored in the array on the user interface.  

 

To perform prediction, the GetWeatherData() method is run to get the weather’s recent 

parameters. The Predict() method uses the prediction algorithms to predict weather. The 

DisplayPredictResult() method shows the predicted values on the user interface. 

 

 

2.4.2 Graphical User Interface (GUI) 

 

Figure 2.4 shows the proposed graphical user interface for the weather forecasting application. 

 

 

Figure 2.4: GUI 

 

The user interface shows the actual weather data (temperature, humidity, luminosity, rainfall, 

pressure, wind speed and wind direction) in real time. The user data can set the time and 
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window size for predicting weather. This user interface will then display all predicted values 

calculated by using the following prediction algorithms: linear regression, multi linear 

regression, nonlinear regression, polynomial regression with degree 2 and 3, moving average, 

ARIMA, KNN and neural network.  

 

2.4.3  Implementation of Linear Regression 

The linear regression class will train the model in its constructor. The constructor uses the time 

array, predict array (i.e. specific weather sensor data) and array size as input parameters. The 

slope of regression and the intercept of the line are calculated using the least squares method. 

A function “predict” returns the predicted value computed at a given time.  The linear 

regression algorithm is explained in pseudocode form in Figures 2.5 and 2.6. 

 
 

Figure 2.5: Linear regression function 

 

1: function predict (double time) 

2: prediction = a + bX where X = time 

3: return prediction to calling 

method 

4: end 

 Figure 2.6: Predict function 

 

2.4.4 Implementation of Non-linear regression 

The non-linear regression class will train the model in its constructor. The constructor uses the 

time array and predict array (i.e. specific weather sensor data) as input parameters. A function 

“predict” returns the predicted value calculated at a given time.  The non-linear regression 

algorithm is described in pseudocode form in Figures 2.7 and 2.8. The Flanagan library has 

been used in the implementation of this regression.  

 

 

1: function LinearRegression (float [] y, float [] x, int size) 

2: Initialize variable sumx, sumy, meanx, meany 

3: Compute slope of regression and intercept 

4: end 



40 

 

1: function NonLinearRegression (float [] y, float [] x) 

2: Create instances of the class holding the function, y = a + b.exp(-

c.x) 

3: assign value to constant b in the function 

4: initial estimates of a and c in y = a + b.exp(-c.x) 

5: initial step sizes for a and c in y = a + b.exp(-c.x) 

6: create an instance of Regression 

7: b is fixed and best estimates are evaluated for a and c 

8: end 

Figure 2.7: Non-Linear regression function 

 

 

1: function predict (double time) 

2: prediction = a + b.exp(-c.x) , where x = time 
3: return prediction to calling method 

4: end 

Figure 2.8: Predict function 

 

2.4.5 Implementation of Polynomial regression 

The polynomial regression class will train the model in its constructor. The constructor uses 

the time array, predict array (i.e. specific weather sensor data) and degree as input parameters. 

In this project, degree one and degree two have been implemented. A function “predict” returns 

the predicted value computed at a given time.  Polynomial Regression is expalined in 

pseudocode form given in Figures 2.9 and 2.10. It is based on the same prediction technique 

and least square method as the linear regression but with an input parameter namely, degree.  

 

1: function PolynomialRegression  (float [] y, float [] x, int degree) 

2: Initialise residuals variables for least square method 

3: Set degree and create matrix from input arrays 

4: Compute mean 

5: Find intercept and slope of regression using least square model  

6: end 

Figure 2.9: Polynomial regression pseudocode 
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1: function predict (double time) 

2: Predict y corresponding to x, where x = time  

3: return prediction to calling method 

4: end 

Figure 2.10: Predict function 

 

2.4.5 Implementation of Multiple linear regression 

The multiple linear regression class will train the model in its constructor. The 

constructor uses the time array and predict array (i.e. several weather sensor data) as 

input parameters. A function “predict” returns the predicted value computed at a given 

time. Multiple linear Regression is described in pseudocode form given in Figures 2.11 

and 2.12. This algorithm applies all previous sensor values to forecast the next specific 

sensor value. 

 

1: function MultipleLinearRegression  (float [][] x, float [] y) 

2: Perform QR Decomposition with array x  

3: find least squares solution 

4: end 

Figure 2.11: Multiple linear regression function 

1: function predict (double time) 

2: Predict y corresponding to x, where x = time  

3: return prediction to calling method 

4: end 

Figure 2.12: Predict function 

2.4.6 Implementation of Moving Average 

The time series forecasting implements model that make use of previously recorded data 

to forecast future values. The time series models selected in this work are the Moving 

Average and ARIMA. In the main class, a function will recursively call the class 

MovingAverage, whereby its constructor takes the predict array (i.e. several weather 

sensor data) as input parameter to perform an average, and the function predict. A 
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function “predict” returns the predicted value computed at a given time. The pseudocode 

of the Moving Average algorithm is given in Figures 2.13 and 2.14. 

 

1: function MovingAverage  (float [][] values) 

2: Perform Average 

3: end 

Figure 2.13: Moving Average function 

 

1: function predict (double time) 

2: return average from Moving Average 

function 

3: end 

Figure 2.14: Predict function 

2.4.7 Implementation of Autoregressive Integrated Moving Average (ARIMA) 

ARIMA function formulates an autoregression model to predict a value. The constructor 

takes the predict array (i.e. several weather sensor data) as input parameter. A function 

“predict” returns the predicted value calculated at a given time. ARIMA is explained in 

pseudocode form given in Figures 2.15 and 2.16. 

 

1: function ARIMA  (float [][] values) 

2: Initialise the variable  

3: Create arima instance from ARMA 

class 

4: Get arima model list 

5:arima instance set its dataset = values 

6: end 

Figure 2.15: ARIMA function 

1: function predict (double time) 

2: Predict the next value with arima model  

3: return prediction to calling method 

4: end 

Figure 2.16: Predict function 
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2.4.8 Implementation of K-Nearest neighbour (KNN) 

The K-Nearest neighbour has an output value equals to the average of its K-nearest 

neighbours. The KNN constructor takes all recent data values, for a particular weather 

parameter and value K  as input parameter before performing prediction. KNN is 

described in pseudocode form given in Figure 2.17. 

 

 

1: function KNN  (double [][] data_all, double[] to_predict, int k ) 

2: Initialise the variables 

3: Perform Euclidean distance for all weather parameters 

4: Find K-nearest weather parameters 

5: Perform average of K- nearest weather parameters 

6: Return average 

7: end 

Figure 2.17: KNN function 

 

2.4.9 Implementation of Neural Network (NN) 

 

The Neuroph famework [58] has been used to implement the NN algorithm. Neuroph is a 

lightweight Java neural network framework to develop common neural network 

architectures. It contains well designed, open source java library with classes which 

match up to basic neural network concept.  Both its Java neural network library as shown 

in Fig 2.18 and GUI tool as shown in Fig 2.19 allow the creation, training and saving of 

neural networks.  
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Fig 2.18 Neuroph Java neural network library [58]. 

 

 

Fig 2.19 Neuroph GUI tool [58]. 

 
Neuroph supports the following neural network architectures:  
 
1. Adaline 
2. Perception 
3. Multi Layer Perceptron with Backpropagation, Momentum on Resilient 
Propagation 
4. Hopfield network 
5. Bidirectional Associative Memory 
6. Kohonen network 
7. Hebbian network 
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8. Maxnet 
9. Competitive network 
10. Instar 
11. Outstar 
12. RBF network 
13. Neuro Fuzzy Reasoner 
 
In this project, Multi Layer Perceptron with Momentum on Resilient Propagation was 
used.   
 
2.5 Developing an adaptive forecasting algorithm. 

In this section the adaptive algorithms developed are described. Two approaches have been 

used to develop adaptive algorithms. The first one consists of modifying the existing Multiple 

Linear Regression and KNN algorithms to make them adaptive in the sense that their training 

windows are dynamically adjusted ever t seconds as new parameters are recorded. The second 

phase consists of devising a set of criteria to select the best prediction algorithm for the next 

prediction. 

 

2.5.1 Adaptive Multiple Linear Regression and KNN 

 

In order to make the MLR, MLR1 and MLR2 algorithms adaptive, the training window W, 

used to compute their coefficients a0, a1 and a2 should be updated each time a new parameter 

is read from the sensors. In other words every t seconds another set of coefficients are computed 

for the MLR model. The main modification is that the coefficients are now a function of Wt 

i.e. a training window of size W which is changed every t seconds instead of a fixed training 

window W. The modified equations are as follows: 

 

Adaptive MLR 
 
With this model, the following combination of equations were used: 
 
 

𝑇𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑇𝑡 + 𝑎2(𝑊𝑡)𝐻𝑡                                  (25) 

 

𝐻𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝐻𝑡 + 𝑎2(𝑊𝑡)𝑇𝑡                                  (26) 

 

 𝐿𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝐿𝑡 + 𝑎2(𝑊𝑡)𝑇𝑡                                    (27) 

 

𝑃𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑃𝑡 + 𝑎2(𝑊𝑡)𝑇𝑡                                     (28) 
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𝑅𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑅𝑡 + 𝑎2(𝑊𝑡)𝑇𝑡                                   (29) 

 

𝑊𝑆𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑊𝑆𝑡 + 𝑎2(𝑊𝑡)𝑇𝑡                             (30) 

 

𝑊𝐷𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑊𝐷𝑡 + 𝑎2(𝑊𝑡)𝑇𝑡                              (31) 

 

𝐻𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝐻𝑡 + 𝑎2(𝑊𝑡)𝐿𝑡                                       (33) 

 

 𝐿𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝐿𝑡 + 𝑎2(𝑊𝑡)𝐻𝑡                                        (34) 

 

𝑃𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑃𝑡 + 𝑎2(𝑊𝑡)𝐻𝑡                                        (35) 

 

𝑅𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑅𝑡 + 𝑎2(𝑊𝑡)𝐻𝑡                                       (36) 

 

𝑊𝑆𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑊𝑆𝑡 + 𝑎2(𝑊𝑡)𝐻𝑡                                   (38) 

 

𝑊𝐷𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑊𝐷𝑡 + 𝑎2(𝑊𝑡)𝐻𝑡                                 (39) 

𝑇𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑇𝑡 + 𝑎2(𝑊𝑡)𝑃𝑡                        (40) 

 

𝐻𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝐻𝑡 + 𝑎2(𝑊𝑡)𝑃𝑡                      (41) 

 

 𝐿𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝐿𝑡 + 𝑎2(𝑊𝑡)𝑃𝑡                        (42) 

 

𝑃𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑃𝑡 + 𝑎2(𝑊𝑡)𝐿𝑡                        (43) 

 

𝑅𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑅𝑡 + 𝑎2(𝑊𝑡)𝐿𝑡                       (44) 

Adaptive MLR 1 

 

𝑇𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑇𝑡 + 𝑎2(𝑊𝑡)𝐿𝑡                                       (32) 

 

  

Adaptive MLR 2   
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𝑊𝑆𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑊𝑆𝑡 + 𝑎2(𝑊𝑡)𝐿𝑡                 (45) 

 

𝑊𝐷𝑡+1 = 𝑎0(𝑊𝑡) + 𝑎1(𝑊𝑡)𝑊𝐷𝑡 + 𝑎2(𝑊𝑡)𝐿𝑡                (46) 

 

Adaptive KNN 

For adaptive KNN also the training window is changed every t seconds and the modified 

equation is as follows: 

 

                                                                                                                                                                  (47) 

 

2.5.2 Proposed Adaptive selection algorithms 

Three adaptive selection algorithms, denoted as A1, A2 and A3 respectively have been 

developed. The rationale behind these adaptive algorithms is to select the best prediction 

algorithm for predicting a given parameter based on the predictor that achieved the best 

performance for the previous prediction. The following selected prediction algorithms were 

included in the set of prediction algorithms to be used for the adaptive selection algorithms: 

1. ARIMA 

2. Adaptive KNN 

3. Adaptive Multi Linear regression  

4. Adaptive Multi Linear regression 1 

5. Adaptive Multi Linear regression 2 

Let Px denote anyone of the above predictors where x = 1,2,3,4,5 in this case and P1 represents 

Arima, P2 KNN and so on. 

Consider Fig 2.20 and notations that will be used in formulating the prediction algorithms: 

TS TM TA TA+I

W

VS VM VA

 

Figure 2.20: Timing diagram for Algorithm A1. 
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The parameters in the above figure are defined as follows: 

TA: The actual or current time. 

TS: The time at which the first value in the training window was recorded. 

TM: The mid-time interval between TS and TA. 

TA+I: The time at which the values of the parameter is to be predicted. I here represents an 

interval in minutes after the actual time TA. 

W: The training window size in minutes which essentially represent a set of pre-observed 

values of the parameter to be predicted over the past W minutes going back from the actual 

time TA to TS. 

VA: The actual or current values of the parameter being measured at time TA. 

VS: The value of the parameter being measured at time Ts. 

VM: The value of the parameter being measured at time TM. 

x

IAV 


: The value of the parameter predicted with Px at time TA+I. 

 

Algorithm A1 is formulated as follows: 

 

1. Using the training set values recorded from time TS to TA-1 i.e. the values VS to VA-1, predict 

the value at time TA with each predictor Px as follows: 

  1,  AS

xx

A VVPV


                                                                     (48) 

Where, 
x

AV


is the value of the parameter predicted at time TA with a given predictor Px that uses 

values from VS to VA-1 to perform the prediction. 

More explicitly for the five predictors used in this specific case, there will be five predictions 

obtained for the values at time TA as follows: 

 1

11 ,  ASA VVPV


  1

22 ,  ASA VVPV


  1

33 ,  ASA VVPV


  1

44 ,  ASA VVPV


  1

55 ,  ASA VVPV


(50) 

2.  Compute the squared Euclidean distance, between the actual value of the parameter VA 

observed time TA and the predicted value 
x

AV


obtained with each predictor Px as follows: 

 2x

AA

x

A VVSE


                                                                   (51) 

In this case there will be five values of the MSE obtained as follows: 

 211

AAA VVSE


  222

AAA VVSE


  233

AAA VVSE


  244

AAA VVSE


  255

AAA VVSE


 (52) 
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3. Predict the value at time TA+I with the predictor, Px, giving the lowest MSE for the predicted 

value at time TA: 

     ,,,,,minmin

),(

54321

AAAAA

x

A

AS

xx

IA

SESESESESEIndexSEIndexx

VVPV







               (53) 

 

Algorithm A2 is formulated as follows: 

Consider Figure 2.21 which is the timing diagram for algorithm A2. 

TS TM TA TA+I

W

VS VM VA

W/2

TM+1,TM+2,  ..TM+i ..

VM+1,VM+2,  ..VM+i ..

 

Figure 2.21: Timing diagram for Algorithm A2. 

 

The following additional terms are defined for the above diagram: 

W/2: It is equivalent to half the window size W and contains values of the parameter recorded 

from time TM to TA i.e. the values VM to VA. 

x

MV


is a value predicted at time TM with predictor Px using available values from VS to VM-1. 

x

MV 1


is a value predicted at time TM+1 with predictor Px using available values from VS to VM. 

x

iMV 


is a value predicted at time TM+i with predictor Px using available values from VS to       

VM+i-1. The index i takes values from 1 to W/2. 

x

A

x

iM

x

M

x

M

x

M SESESESESE ...,...,, 21   represent the squared Euclidean distances between the actual 

values VM,VM+1,VM+2,….VM+i…..VA and 
x

A

x

iM

x

M

x

M

x

M VVVVV


...,...,, 21  respectively. 

 

The algorithm proceeds as follows: 
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1. Predict the values from time TM to TA i.e. 
x

A

x

iM

x

M

x

M

x

M VVVVV


...,...,, 21   at a one minute intervals 

with each predictor Px as follows: 

 1,  MS

xx

M VVPV


                                                                 (54) 

More explicitly: 

 1

11 ,  MSM VVPV


,  1

33 ,  MSM VVPV


,  1

44 ,  MSM VVPV


,  1

55 ,  MSM VVPV


                  (55) 

In general: 

 1,   iMS

xx

iM VVPV


 and: 

 1

11 ,   iMSiM VVPV


 1

22 ,   iMSiM VVPV


 1

33 ,   iMSiM VVPV


 1

44 ,   iMSiM VVPV


 1

55 ,   iMSiM VVPV


                                                                                                                 (56) 

2. Compute the squared Euclidean distances 
x

A

x

iM

x

M

x
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x

M

x

M VVVVV


...,...,, 21  respectively for each 

algorithm as follows: 
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More explicitly: 
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In general: 
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                                                                    (59) 

 

3. Compute the mean squared error for each predictor for all predictions made from TM to TA 

of the values 
x

A

x

iM

x

M

x

M

x

M VVVVV


...,...,, 21  . For a given predictor Px taking i from 1 to W/2, we 

obtain the MSE as follows: 
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More explicitly: 
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4. Predict the value at time TA+I with the predictor, Px, giving the lowest MSE for the predicted 

values between TM and TA: 

     54321

,,,,minmin

),(

MSEMSEMSEMSEMSEIndexMSEIndexx

VVPV

x

AS

xx

IA







                        (63) 

 

Algorithm A3 is formulated as follows: 

 

1. Perform steps 1 and 2 as in Algorithm A2. 

 

2. For each predictor for all predictions made from TM to TA of the values 

x

A

x

iM

x

M

x

M

x

M VVVVV


...,...,, 21  , determine the number of times Nx for which the squared Euclidean 

distance  2x

iMiM

x

iM VVSE  


 of  predictor Px is the lowest. In this specific case five counts 

i.e N1, N2, N3, N4 and N5 will be obtained for predictors 1 to 5 respectively. 

 

3. Predict the value at time TA+I with the predictor, Px, having the highest count Nx  for the 

predicted values between time TM and TA: 

 ]5,4,3,2,1[max

),(

NNNNNIndexx
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xx
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                                                                                (64) 

 

2.5.3 Software Implementation of the Adaptive Weather Forecasting Algorithms 

 
Figure 2.22 demonstrates a binary tree organisation of the Java program’s methods developed for 

the application of weather forecasting. 
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Figure 2.21: Program method structure 

 

The application consists of twelve Java classes which are made up of one Main Frame class 

and eleven predictive analysis classes. When the program begins, the Main Frame 

(MainFrame.java) runs the graphical components to display the Java form given in Figure 2.22. 

After loading the graphical elements, the WeatherMonitor method extracts the weather 

information in real-time from the server and displays it on the application. The weather 

information is then stored in an array structure which is updated continuously every minute. 

The DisplayResult() function displays the information stored in the array on the user interface.  

To perform prediction, the GetWeatherData() method is run to get the weather’s recent 

parameters. The Predict() method uses the prediction algorithms to predict weather. The 

DisplayPredictResult() method shows the predicted values on the user interface. 

 

Figure 2.22 shows the proposed graphical user interface for the weather forecasting application. 

The user interface shows the actual weather data (temperature, humidity, luminosity, rainfall, 

pressure, wind speed and wind direction) in real time. The user data can set the time and 

window size for predicting weather. This user interface will then display all predicted values 

calculated by using the following prediction algorithms: ARIMA, KNN , adaptive multiple 

linear regression, adaptive multiple linear regression 1, adaptive multiple linear regression 2, 

multiple linear regression,  multiple linear regression 1,  multiple linear regression 2,  adaptive 

1, adaptive 2 and adaptive 3. 
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Figure 2.22: Graphical User Interface 
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CHAPTER 3 

IMPLEMENTATION OF THE FORECASTING SYSTEM 

 

In this work we have implemented three different forecasting systems. Two of them are 

microcontroller based and the third one is based on an integrated IoT weather forecasting 

device from Davis Instruments. The forecasting device from Davis Instruments comes into two 

versions namely cabled and wireless. In this work the cabled version has been used because 

the frequency range of the wireless version falls within a band restricted by the ICTA. 

Moreover, the frequency ranges of all other wireless IoT devices for weather forecasting were 

outside the bands allowed by the ICTA. Otherwise, a wireless integrated IoT device could have 

fitted this system very effectively. 

 

3.1 Micro-controller based weather forecasting system with wireless gateway 

 

The block diagram of the microprocessor based forecasting system with wireless gateway is 

shown in Figure 3.1. 

Wireless Shield

Of Gateway

Mobile Phone

REQUESTs and ALERTs

Raspberry Pi 3

Gateway to Local

Database Server

Internet

Router

Weather 

Meters

Weather 

Shield

Xbee Shield + 

Xbee Wi-Fi 

Module

Temperature and 

Humidity Sensor

Database

Server

Arduino 

Micro-

controller 1
Application

Server  

Figure 3.1: Block diagram of the proposed weather forecasting system  

 

 

This weather forecasting system consists of one weather-monitoring node. The node is capable 

of measuring temperature, atmospheric pressure, luminosity, humidity, wind direction, wind 

speed and rain through the weather meter and the temperature and humidity sensor. The sensors 

are connected to the weather shield, which is in turn stacked onto the Arduino micro-controller. 
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The Xbee Shield and Wi-Fi modules allow the Arduino micro-controllers to be connected to 

the Raspberry Pi 3 wirelessly. 

 

The Raspberry Pi 3 is a powerful microcontroller which is used to aggregate the data from the 

two weather-monitoring nodes and acts as a gateway to the local database server. The 

Raspberry Pi 3 is connected to the database server through an Internet Router. The application 

server allows the user of the system to query the database or receive alerts. Typically, the user 

queries the database using a mobile phone. 

 

3.1.1 Arduino UNO Circuit Set-up and Programming 

 

An Arduino board consists of a physical microcontroller, which contains a Central Processing 

Unit (CPU) along with a memory and programmable input and output peripherals. The Arduino 

IDE is used to write and upload the program code to the board via a USB cable. The Arduino 

program is commonly known as a sketch which is written in C/C++ programming language 

and has essentially two main functions namely the Setup and Loop. The Setup function runs 

only once and performs configuration tasks like setting pin modes and initializing imported 

libraries. The loop function runs consecutively controlling the Arduino board, and the external 

shields mounted [59]. 

The Arduino UNO board is used in the development of this project since it is the most 

traditional board and has been tested for a wide range of applications. The Arduino UNO board 

consists of the ATmega328 microcontroller chipset [60] as shown in Figure 3.2.  

 

Figure 22: Arduino Board  [60] 
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3.1.2 Raspberry-Pi Circuit Set-up and Programming 

The Raspberry-Pi 3 is a powerful microcontroller with built-in Wi-Fi modules to allow the 

collection of data transmitted from the weather monitoring node. The Raspberry-Pi is intended 

for high compute needs and act as gateway by consolidating the collected data before 

transmission to the Database Server. The Raspberry Pi 3 is the third generation Raspberry Pi 

which has a 1.2GHz 64-bit quad-core ARMv8 CPU, 802.11n Wireless LAN, Bluetooth 4.1, 

Bluetooth Low Energy (BLE), 1GB RAM, 4 USB ports, 40 GPIO pins, Full HDMI port, 

Ethernet port, Combined 3.5mm audio jack and composite video, Camera interface (CSI), 

Display interface (DSI), Micro SD card slot (now push-pull rather than push-push), and 

VideoCore IV 3D graphics core [61].  

Figure 3.3 shows the Raspberry-Pi 3. A power supply is needed to operate the Raspberry-Pi. 

Additionally, a MicroSD card is required to act as the hard drive of the Raspberry-Pi for holding 

the Operating System and the applications created. Typically, 8 GB or more is recommended 

for the MicroSD card. The OS, which is used on the Raspberry-Pi, is the Raspbian Jessie OS, 

which is a linux distribution and comes with Node-Red [62].  

In order to transfer the OS to the MicroSD card, a MicroSD adapter or a MicroSD USB adapter 

is required. The initial set-up of the Raspberry Pi requires a monitor with HDMI input, HDMI 

cable, and USB keyboard and mouse. During the OS installation, I2C, which is a multi-device 

pass used to connect other devices such as SenseHAT or the Arduino, needs to be enabled.  

In order to prevent latencies in the transmission of the collected data to the database server, an 

Ethernet cable is used to connect to an Internet router instead of Wi-Fi.  

 

Figure 3.3: Raspberry Pi 3 Microcontroller  
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In this project, the Raspberry Pi 3 Microcontroller has been configured as a wireless router 

where the sensor node sends its data through the wireless interface. Upon intercepting the 

sensor values, the Raspberry Pi 3 forwards them through the Ethernet interface to be saved in 

the database. 

The values recorded by the sensors of the weather monitoring nodes are temperature, humidity, 

atmospheric pressure, luminosity, wind speed, wind direction, and rainfall. Figure 3.4 

illustrates how the sensor values are recorded and transmitted. The sensor values obtained from 

the nodes are stored in JSON format and transmitted through the wireless link to the Raspberry 

Pi for aggregation. 

Node 1

Sensor Values in JSON Format:

{ sensor_value_11 :val_11, 

 sensor_value_21 :val_21,

...

 sensor_value_N1 :val_N1,}

EDGE / 

GATEWAY

(Raspberry Pi)

Wireless Link
 

Figure 3.4: Sensor values recorded  

 

3.1.3  X-Bee Shield Set-up 

 

XBees are tiny blue chips that can communicate wirelessly with each other. XBee modules 

provide flexibility and are obtainable in both surface mount and through-hole formats. The 

XBee Wi-Fi shares a common imprint with other XBee modules therefore enabling different 

XBee technologies to be drop-in substitutes [63]. 
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Figure 3.5: XBee module 

 

The XBee Shield, shown in Figure 3.6, connects straight to any development board that has an 

Arduino imprint and outfits it with wireless communication abilities using the XBee module 

[63]. 

 

Figure 3.6: XBee Shield  

 

Figure 3.7 shows how the XBee shield has been used in the project. The XBee shield is 

mounted on the Arduino Uno. The weather shield is mounted onto the XBee shield. The Xbee 

Shield allows data from the weather shield and meters to be transmitted to the Raspberry Pi 3 

using Wi-Fi. 
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Figure 3.7: XBee Shield setup with Arduino Uno and Weather Shield  

 

The XBee and Weather shields are mounted directly onto the Arduino. Since both shields use 

pins 2 and 3 by default; the XBee shield uses them for communication whereas the weather 

shield uses them to collect the data from the wind and rain sensors. Therefore, a re-wiring to 

overcome this overlap was required. The unused pins 4 and 5 on the micro-controller were used 

for the XBee shield to perform the transceiver operations and the default pins were used with 

the weather shield. The re-wiring performed is shown in Figure 3.8. 

XBee Shield 

Arduino UNO 

Weather Shield 
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Weather Shield Xbee Wi-Fi Shield

Arduino Uno

 

Figure 3.8: Re-wiring between XBee Shield, Arduino Uno and Weather Shield  

 

3.1.4 Weather Sensors 

A set of sensors is used to capture weather information. The SparkFun Atmospheric Sensor 

Breakout and the SparkFun Weather Meters are used in this project. 

 

3.1.4.1 Atmospheric Sensors: Temperature, Humidity and Barometric Pressure 

The SparkFun Atmospheric Sensor Breakout has been used in this project. It features a 

humidity/temperature sensor, barometric pressure sensor and a light sensor. The shield is 

connected to the Arduino Uno.  The sensor has a temperature range of -45C to 80C, a humidity 

range of 0-100% and a pressure range of 30,000Pa to 110,000Pa with a relative accuracy of 

12Pa [64].  
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Figure 3.9: SparkFun Atmospheric Sensor Breakout  

 

3.1.4.2. Weather meters: Wind Vane, Cup Anemometer and Rain Gauge 

The SparkFun Weather Meters measure wind direction, wind speed and rainfall. The rain gauge 

is a self-emptying bucket-type rain gauge, which leads to a trigger for every 0.011-inch of rain 

that is accumulated. The anemometer translates the wind speed by simply shutting a key which 

each revolution. A wind speed of 1.492 MPH creates one closure per second. The wind vane 

records wind direction as a voltage. The voltage is created by the arrangement of resistors 

inside the sensor. The vane’s magnet may shut two switches at once, allowing up to 16 

distinctive positions to be specified. The weather meters are connected to the SparkFun weather 

shield [65]. 

 

 

Figure 3.10: SparkFun Weather Meters  

 

3.1.5 Software Design for Arduino Codes 

As mentioned in the previous sections, the overlapping of the pins 2 and 3 for the XBee Wi-Fi 

shield and Weather shield has been overcome at the hardware level by performing a re-wiring. 
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The XBee Wi-Fi shield has been made to use the pins 4 and 5 to allow the Weather shield to 

use the default pins 2 and 3. The Arduino code for this manipulation is as shown in Figure 3.11. 

 

Figure 3.11: Arduino code representing the re -wiring performed 

 

Once the wireless communication between the XBee Wi-Fi module and raspberry pi is set-up, 

sensor values are transmitted over the air-interface to be aggregated at the edge before being 

stored in the database. The Arduino code for writing the sensor values into a JSON string and 

transmit through the XBee Wi-Fi module is as depicted in Figure 3.12. 

 

Figure 3.12: Arduino code for transmission of sensor data in a JSON string  

3.1.6 Software Design for Java Codes running on Raspberry Pi 

The program for intercepting, aggregating and inserting into database the sensor values; has 

been written in JAVA programming language. The main class is written as shown in Figure 

3.13. 
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Figure 3.13: Main Class 

 

The main class consists of the codes to listen for wireless communications on the TCP ports 

9750, and 9751 where each TCP port is configured at each sensor node. A socket listener for 

each node waits for communication to be established before calling the “OneConnection” 

function which processes the data streams as shown in Figure 3.14. 

 

Figure 3.14: Connection Class  

The function “OneConneciton” launches the connection to the database and establishes the 

input and output buffered streams on both socket connections. The data being transmitted on 

these streams are then read and processed as shown in Figure 3.15. 
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Figure 3.15: Code for aggregating sensor values and inserting into the database  

 

The sensor values intercepted in JSON format are stripped after being read from the different 

data streams flowing through the socket connections. After obtaining the individual sensor 

values from both sensor nodes, an averaging is performed and then the “insert” function is 

called to save these values into the database. Figure 3.16 shows the code used for the setup of 

the connection to the database. Figure 3.17 shows the code snippet for the section where the 

aggregated sensor values are inserted into the database. 
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Figure 3.16: Code for establishment of connection to database  

 

 

Figure 3.17: Code for insert ing the aggregated sensor values into database  

 

3.1.7 Web Server Architecture and Database System 

The structure of the proposed web server is given in Figure 3.18.  
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Figure 3.18: Architecture of the Web Server 

 

The MySQL database which comes along the XAMPP software is used extensively in this 

work for the local storage of recorded sensor data. These values are then accessed by the java 

application for performing predictive analytics and compute forecasted weather data. The latter 

is then inserted into a table in the same MySQL database. The predicted values can be queried 

using an application running on a mobile phone. The whole process works is as shown in Figure 

3.19. 

Node 1

Socket Listener on Port 1

Insert Sensor Values in Database Table 

Arduino based 

Wireless Sensor 

Node

Raspberry Pi 

Edge/Gateway

Server

Mobile Phone

JAVA APPLICATION for PREDICTIVE 

ANALYTICS

Insert Predicted Values in a Database Table 

Query Predicted Values 

from Mobile Application

 

Figure 3.19: Architecture for data acquisition and query from mobile device 

 

The Arduino based wireless sensor node transmits the collected weather data to the Raspberry 

Pi 3. The latter aggregates the data which are then inserted in the database table. The server 

uses a Java application for predictive analytics to calculate forecasted weather data. The data 
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is then stored in another table of the same database. A user can then query the predicted values 

using an application running on a mobile phone.  

3.1.8 Database Architecture 

Two tables are implemented in a single database for the proposed system. One table is used for 

storing the aggregated sensor values and the second one is used to save predicted values which 

are accessed by the mobile application. The structure of the Sensor values record table are as 

shown in Figure 3.20. 

 

Figure 3.20: Sensor values record table Structure  

 

The fields for “id” and “time” are automatically generated and added when new sets of sensor 

values are written to the table in the database. The “time” field refers to the timestamp at which 

the data was collected and inserted in the database. The fields “windGustmph”, “windGustdir”, 

“humidity”, “temperature”, “rainIn”, “pressure”, and “lightLevel” refer to the sensor values of 

wind speed, wind direction, humidity, temperature, rain level, atmospheric pressure, and 

luminosity respectively. A sample of the values recorded in the table is as depicted in Figure 

3.21. 
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Figure 3.21: Sample of Recorded Sensor values  

3.1.9 Control Station  

The control station uses the data from the database server and runs the weather forecasting 

algorithms on them to give predictions. The predictions can be retrieved by the mobile 

application. 

3.1.10 Mobile application development 

The mobile application requests and acquires the predicted weather data from the application 

server through the socket connection established. The layout of the mobile application is shown 

in Figure 3.22. 

 

      

Figure 3.22: Layout of mobile application 

The flowchart of the mobile application is shown in Figure 3.23. 
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Figure 3.23: Flowchart of mobile application 

 

When user starts the mobile application, the application connects with the application server. 

Upon receiving specific prediction request from the mobile application, the application server 

connects to the IBM Cloudant database for retrieving relevant past data to use for the 

prediction. Prediction data is the pushed over to the mobile application to be displayed for the 

user. 

 

3.2 Micro-controller based weather forecasting system with cabled connection 

 

This setup can be adopted when the distance between the Arduino Microcontroller and the 

application server is relatively small (5-10m). In this case there no need for the Raspberry-pi 

and the X-bee shield. Moreover, it eliminates the need for a power-supply for the Arduino 

microcontroller which will be powered directly by the Application Server. This simplified set-

up is shown in Figure 3.24: 
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Figure 3.24: Weather forecasting system with cabled connection. 

 

3.3 IoT based weather forecasting system with cabled connection 

The microcontroller based weather forecasting systems are cheaper but their set-up is not user 

friendly and require expert knowledge. Moreover, the system is not very robust to strong winds 

and require significant amount of shielding. A more robust and convenient alternative can be 

found in the form of integrated weather sensors such as the WS-900-IP weather data monitoring 

station or the Cabled Davis Vantage-Pro2 weather station [66]. However, the WS-900-IP 

weather stations transmits at a frequency which is not allowed by the ICTA and in fact most 

wireless integrated weather monitoring devices that we have identified, transmit at frequencies 

that are not allowed by the ICTA. Consequently, the only choice left was the Cabled Davis 

Vantage-Pro2 weather station.  

Figure 3.25 shows the setup with the Cabled Davis Vantage-Pro2 weather station. 

 

Mobile Phone

REQUESTs and ALERTs

Database

Server Application

Server

RJ-11 CABLE USB CABLE

Davis Vantage Pro 2 Plus 
with radiation shield

WeatherLink 
Data Logger

 
Figure 3.25 : Weather forecasting system with Davis Vantage Pro 2 plus [66]. 
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The cabled Davis Vantage Pro 2 plus is equipped with sensors to measure temperature, 

humidity, atmospheric pressure, wind direction, wind speed, rainfall and luminosity. The 

Integrated Sensor Suite combines a rain collector, temperature and humidity sensors, 

anemometer, UV, and solar radiation sensors into one package. This is illustrated in             

Figure 3.26: 

 

                                                                       

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 3.26: Davis Vantage Pro 2 plus sensors [66]. 

 

 

 It can optionally include solar panel (the tenth label in the Figure 3.26). It also has a data logger 

/ console which can be attached to the sensors to obtain the readings as shown in Figure 3.27. 

The readings are obtained at a fixed rate of one reading every 2.5 seconds. From the data logger 

the readings can be sent to the database server from where the processing is carried out in a 

similar way as the previous microcontroller based systems. The advantages of this station are 

that it is engineered to withstand scorching sun, corrosion, 200 mph (321 kmh) winds, 

temperature extremes, provide the highest level of accuracy, reliability and ruggedness. 
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Figure 3.27: Vantage Pro 2 Console [66]. 
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CHAPTER 4 

CLOUD SERVER CONFIGURATION 

 

The cloud-based system developed has been implemented in using two different types of 

sensorial nodes. These are: 

 

1. IoT system using Arduino micro-controllers, weather meters, temperature and humidity 

sensor, and raspberry Pi. 

2. System using the Davis Pro Vantage 2 plus system. 

 

The cloud infrastructure used is: IBM Bluemix. The main service used is the Cloudant NoSQL 

database where massive real-time data is stored in different documents (like tables in SQL 

databases). The prediction algorithm coded in the JAVA programming language runs on the 

DevOps Insights service. The system is as shown in Figure 4.1. 
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Figure 4.1: conventional IoT architecture 
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The system using the Davis Pro Vantage 2 plus system is as shown in Figure 4.2. 
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Application
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Database Server
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Smart Phone
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RJ-11 CONNECTION

USB CABLE

WeatherLink 
Data Logger  

Figure 4.2: Architecture with Davis Pro Vantage 2 Plus 

 

The mobile device queries the application server through an established connection. Upon 

receiving the request, the application server connects to the IBM Cloudant database to acquire 

relevant past data to perform a prediction for the forthcoming 20, 40, or 60 minutes depending 

on the user selection on the mobile application. Once, the prediction is performed, the predicted 

data is sent over the same connection back to the requestor mobile application to be displayed 

for the user.  

 

4.1 Data capture codes for Arduino-based system 

 

The data is read in JSON format over the serial interface over a synchronised serial even as 

shown in the code-snippet of Figure 4.3. 
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Figure 4.3: Code Snippet for serial data acquisition 

 

Once the data is read from the streaming serial interface, the connection to the IBM Cloudant 

NoSQL database is established using the codes and credentials as shown in Figure 4.4. 

 

 

 
 

Figure 4.4: Code Snippet for connection to Cloudant Database 
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4.2 Data capture codes for Davis Pro Vantage 2-based system 

 

The data is read in JSON format from the text file stored on the local server through the data 

logging device as shown in the code-snippet of Figure 4.5. The codes for transferring the data 

to the Cloudant database are the same as shown in Figure 4.4. 

 

 
 

Figure 4.5: Part of Code Snippet for data acquisition from Davis Vantage Pro 2  

 

 

4.3 IBM Cloud Services 

The resource list for the services used on the IBM cloud platform are as shown in Figure 4.6. 
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Figure 4.6: resource list for services on IBM Cloud platform 

 

The services used are: 

- The Cloud Foundry Apps for hosting the webpage, 

- The Cloudant-kt for unstructured data storage, 

- The Continuous Delivery service for real-time storage and retrieval, 

- The Devops Insights service for hosting the JAVA-based prediction algorithm. 

 

 

4.4 Architecture for IBM Cloudant Database 

 

The IBM Cloudant database is a NoSQL database which allows for the handling of Big Data 

when the phase of mass data collection is reached. The parameters are stored in documents in 

a database in contrast to fields in tables for structured data. The structure of a sample data stored 

is shown in Figure 4.7. All parameters are stored in documents with an ID associated to each 

document. 
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Figure 4.7: Sample Data stored on Cloudant database. 

 

4.5 Architecture for IBM Devops Insights 

 

The IBM Devops Insights has been used for the deployment of the JAVA-based prediction 

algorithm by making use of the Tool Chain facility and integrating the Eclipse Orion Web 

utility for coding, and Git for change management and deployment through the Delivery 

pipeline as shown in Figure 4.8. 

 

 
Figure 4.8: Toolchains on IBM Cloud [67]. 
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The Eclipse IDE provides an almost similar experience in terms of Class / Method creation and 

coding through a web interface. A sample for the weather prediction algorithm is as shown in 

Figure 4.9.  

 

 

 
Figure 4.9: Sample code on IBM Devops Insights using the Eclipse Orion Web IDE. 

 

 

 

4.6 Web and Mobile Application for Weather prediction 

The web application is hosted at the link: https://myfirstapptrial.eu-gb.mybluemix.net/ and a  

sample is shown in Figure 4.10. 

 

Figure 4.10: Sample of web-based application 

https://myfirstapptrial.eu-gb.mybluemix.net/
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The sample mobile application is as shown in Figure 4.11. The parameter selection of 20, 40, 

or 60 minutes represents the amount of time after which the prediction is being sought. The 

selected value is then fed to the algorithm running on the cloud which performs the 

computations and sends back the predicted values. 

 

 

Figure 4.11: Sample of mobile application 
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CHAPTER 5 

               RESULTS AND DISCUSSIONS 

In this chapter the results obtained for the tests conducted on the UoM campus at Reduit, Terre 

Rouge and Vacoas are given and analysed. 

 

The first section gives an overview of the weather data captured at the three different locations 

and the second section gives a detailed analysis of the performance of the algorithms tested. 

 

5.1 Data captured in three different locations with the weather forecasting system 

 

5.1.1 Data Captured on UoM Campus at Reduit 

 

The tests were conducted on the UoM campus from 23rd February 2018 to 5th March 2018 with 

data collected from 0900 to 1600 on each day. The setup for taking the results is shown in 

Figure 5.1. 

 

 

Figure 5.1: Setup used at the UoM Campus. 
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The graphs in Figures 5.2 to 5.8 show the actual values for all parameters (Temperature, 

Humidity, Wind Speed, Wind Direction, Rain, Pressure and Light intensity) recorded on 23 

February 2018 from 0900 to 1600 at a rate of 12 values per minute. 

 

Figure 5.2: Temperature readings for 23 February 2018 

 

Figure 5.3: Humidity readings on the 23 February 2018 
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Figure 5.4: Wind Speed readings on the 23 February 2018 

 

Figure 5.5: Wind Direction readings on the 23 February 2018 

 

Figure 5.6: Rain readings on the 23 February 2018 
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Figure 5.7: Pressure readings on the 23 February 2018 

 

 

Figure 5.8: Light intensity readings on the 23 February 2018 

 

5.1.2 Data Captured at Terre Rouge 

 

The tests were conducted at Terre Rouge from 10th February 2019 to 21st February 2019 with 

data collected from 0900 to 1600 on each day. The setup for taking the results is shown in 

Figure 5.9. 
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Mounting Tripod

Radiation Shield

Rain Gauge

Anemometer and 
Windvane

Arduino with 
Weather Shield in 

casing

Temperature and 
Humidity Sensor 

in Radiation Shield

USB cable to Control 
Station

 

Figure 5.10: Setup used at Terre Rouge. 

 

The graphs in Figures 5.11 to 5.17 show the actual values for all parameters (Temperature, 

Humidity, Wind Speed, Wind Direction, Rain, Pressure and Light intensity) recorded on 17th  

February 2019 from 0900 to 1600 at a rate of 12 values per minute. 
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Figure 5.11: Temperature readings for 17 February 2019 

 

 

Figure 5.12: Humidity readings for 17 February 2019 
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Figure 5.13: Wind speed readings for 17 February 2019 

 

 

Figure 5.14: Wind direction readings for 17 February 2019 
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Figure 5.15: Rainfall readings for 17 February 2019 

 

 

Figure 5.16: Pressure readings for 17 February 2019 
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Figure 5.17: Light intensity readings for 17 February 2019 

 

5.1.3 Data Captured at Vacoas 

 

The tests were conducted at Vacoas from 01/March/2019 to 10th /March /2019 with data 

collected from 0900 to 1600 on each day. The setup for taking the results is shown in Figure 

5.18. 

 

Figure 5.18: Set-up at Vacoas. 
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The graphs in Figures 5.19 to 5.20 show the actual values for all parameters (Temperature, 

Humidity, Wind Speed, Wind Direction, Rain, Pressure and Light intensity) recorded on 2nd 

March 2019 from 0900 to 1600 at a rate of 12 values per minute. 

 

 

Figure 5.19: Temperature readings for 2nd  March 2019 

 

 

Figure 5.20: Humidity readings for 2nd  March 2019 
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Figure 5.21: Wind speed readings for 2nd  March 2019 

 

 

Figure 5.22: Wind direction readings for 2nd  March 2019 
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Figure 5.23: Rainfall readings for 2nd  March 2019 

 

 

 

Figure 5.24: Pressure readings for 2nd  March 2019 
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Figure 5.25: Light intensity readings for 2nd  March 2019 

 

5.2 Performance analysis of the Weather forecasting system 

 

Using a subset of the data captured between 0900-1600, predictions were made between 1200 

to 1600 by the following schemes:  

 

1. KNN 

2. Adaptive KNN 

3. Multiple Linear Regression  

4. Multiple Linear Regression 1 

5. Multiple Linear Regression 2 

6. Adaptive Multiple Linear Regression  

7. Adaptive Multiple Linear Regression 1 

8. Adaptive Multiple Linear Regression 2 

9. Adaptive 1 (Adaptive Selection Algorithm 1)  

10. Adaptive 2 (Adaptive Selection Algorithm 2) 

11. Adaptive 3 (Adaptive Selection Algorithm 3)   

 

A window of 2 hours was used as a training dataset to predict at intervals of 20 minutes (P20), 

40 minutes (P40) and 60 minutes (P60). Readings for the following parameters were obtained 

at a rate of 12 values per minute: 
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1. Temperature 

2. Humidity 

3. Wind Speed 

4. Wind Direction 

5. Rain 

6. Pressure 

7. Light intensity 

 

For any given parameter y, the average percentage error Ey between the actual values Ay 

recorded by the sensors and the predicted values Vy, was computed over the whole period of 

measurement as follows: 

𝐸𝑦 =
1

𝑁
∑

|𝐴𝑥(𝑡) − 𝑉𝑥|

𝐴𝑥(𝑡)
𝑥100

𝑁

𝑡=1

 

                                                                                                                                             (1) 

N represents the total number of values recorded and predicted. 

The overall average % error O was also computed for all the 7 parameters as follows: 

𝑂 =
1

7
∑𝐸𝑦

7

𝑦=1

 

                                                                                                                                              (2) 

 

The Percentage error for Temperature predicted by all schemes at intervals of 20 mins (P20), 

40mins P(40) and 60 mins (P60)  and are shown in Figure 5.26.  
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(a) P20, P40 and P60 shown jointly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) P20                                                               (c) P40                                            (d) P60 

Figure 5.26: Percentage error for Temperature. 

 

The general observation is that as the prediction interval increases from 20 to 60 mins, the % 

error increases from below 4% to above 6%. Moreover, the % error of all the adaptive schemes 

is lower than the non-adaptive ones. ARIMA also exhibits a low % error because it has an 

implicit adaptive function in the sense that it updates its parameters at each new registered 
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value. Figure 5.27 shows the average prediction for all three intervals i.e. P20, P40 and P60. It 

is observed that the lowest average % error of 5.27% is achieved by the Adaptive 1 scheme. 

The worst average is obtained by non-adaptive MLR 2 at 6.44%. 

 

 

Figure 5.27: P-average for Temperature 

 

The Percentage error for Humidity predicted by all schemes at intervals of 20 mins (P20), 

40mins P(40) and 60 mins (P60)  and are shown in Figure 5.28.  
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(a) P20, P40 and P60 shown jointly. 

 

   

 

 

 

 

 

  

 

 

 

 

   

 

   

(b) P20                                                               (c) P40                                            (d) P60 

 

 

Figure 5.28: Percentage error for Humidity 
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The general observation is that as the prediction interval increases from 20 to 60 mins, the % 

error increases from 6.4% to 11.4% for the case of ARIMA for example. Moreover, the % error 

of all the adaptive schemes is lower than the non-adaptive ones. Figure 5.29 shows the average 

prediction for all three intervals i.e. P20, P40 and P60. It is observed that the lowest average % 

error of 9.02% is achieved by the Adaptive 1 scheme. The worst average is obtained by non-

adaptive MLR at 11.23%. 

 

 

Figure 5.29: P-average for Humidity 

 

The Percentage error for Wind Speed predicted by all schemes at intervals of 20 mins (P20), 

40mins P(40) and 60 mins (P60)  and are shown in Figure 5.30.  
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(a) P20, P40 and P60 shown jointly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) P20                                                               (c) P40                                            (d) P60 

 

Figure 5.31: Percentage error for Wind Speed 
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The general observation is that as the prediction interval increases from 20 to 60 mins, the % 

error increases from 0.99% to 3.09% in the case of Adaptive MLR for example. Moreover, the 

% error of all the adaptive schemes is lower than the non-adaptive ones. Figure 5.32 shows the 

average prediction for all three intervals i.e. P20, P40 and P60. It is observed that the lowest 

average % error of 2.04% is achieved by the Adaptive 2 scheme. The worst average is obtained 

by non-adaptive MLR and MLR2 at 5.77%. 

 

 

Figure 5.32: P-average for Wind Speed 

 

The Percentage error for Wind Direction predicted by all schemes at intervals of 20 mins (P20), 

40mins P(40) and 60 mins (P60)  and are shown in Figure 5.33.  
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(a) P20, P40 and P60 shown jointly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) P20                                                               (c) P40                                            (d) P60 

 

Figure 5.33: Percentage error for Wind Direction 
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The general observation is that as the prediction interval increases from 20 to 60 mins, the % 

error increases from 11.46% to 26.51% in the case of Adaptive KNN for example. Moreover, 

the % error of all the adaptive schemes is lower than the non-adaptive ones. Figure 5.34 shows 

the average prediction for all three intervals i.e. P20, P40 and P60. It is observed that the lowest 

average % error of 19.06% is achieved by the Adaptive 1 scheme. The worst average is 

obtained by non-adaptive MLR at 45.66%. 

 

Figure 5.34: P-average for Wind Direction 

 

The Percentage error for Rainfall predicted by all schemes at intervals of 20 mins (P20), 40mins 

P(40) and 60 mins (P60)  and are shown in Figure 5.35. The general observation is that as the 

prediction interval increases from 20 to 60 mins, the % error increases from 5.39% to 14.22% 

in the case of Adaptive MLR for example. Moreover, the % error of all the adaptive schemes 

is lower than the non-adaptive ones.  
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(a) P20, P40 and P60 shown jointly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) P20                                                               (c) P40                                            (d) P60 

 

Figure 5.35: Percentage error for Rain 
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Figure 5.36 shows the average prediction for all three intervals i.e. P20, P40 and P60. It is 

observed that the lowest average % error of 9.82% is achieved by the Adaptive MLR 1 scheme. 

The worst average is obtained by non-adaptive KNN at 26.63%. 

 

 

Figure 5.36: P-average for Rain 

 

The Percentage error for Pressure predicted by all schemes at intervals of 20 mins (P20), 

40mins P(40) and 60 mins (P60)  and are shown in Figure 5.37. The general observation is that 

as the prediction interval increases from 20 to 60 mins, the % error increases from 0.20% to 

0.23% in the case of Adaptive MLR for example. Moreover, the % error of all the adaptive 

schemes is lower than the non-adaptive ones. 
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(a) P20, P40 and P60 shown jointly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) P20                                                               (c) P40                                            (d) P60 

 

Figure 5.38: Percentage error for Pressure 
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Figure 5.39 shows the average prediction for all three intervals i.e. P20, P40 and P60. It is 

observed that the lowest average % error of 0.215% is achieved by the Adaptive 2 scheme. The 

worst average is obtained by the non-adaptive MLR 1 scheme at 0.325%. 

 

Figure 5.39: P-average for Pressure 

 

The Percentage error for light intensity predicted by all schemes at intervals of 20 mins (P20), 

40mins P(40) and 60 mins (P60)  and are shown in Figure 5.40. The general observation is that 

as the prediction interval increases from 20 to 60 mins, the % error increases from 0.88% to 

1.46% in the case of ARIMA for example. Moreover, the % error of all the adaptive schemes 

is lower than the non-adaptive ones. Figure 5.15 shows the average prediction for all three 

intervals i.e. P20, P40 and P60. It is observed that the lowest average % error of 0.456% is 

achieved by the Adaptive 2 scheme. The worst average is obtained by the ARIMA scheme at 

1.18 %. 
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(a) P20, P40 and P60 shown jointly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) P20                                                               (c) P40                                            (d) P60 

Figure 5.40: Percentage error for Light 
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Figure 5.40: P-average for Light 

 

The overall average percentage error for all parameters predicted by all schemes at intervals of 

20 mins (P20), 40mins P(40) and 60 mins (P60) are shown in Figure 5.41.  

 

Figure 5.41: Overall percentage error 

The general observation is that as the prediction interval increases from 20 to 60 mins, the % 

error increases from 5.41% to 11.18% in the case of ARIMA for example. Moreover, the % 

error of all the adaptive schemes is lower than the non-adaptive ones. Figure 5.17 shows the 

average prediction for all three intervals i.e. P20, P40 and P60. It is observed that the lowest 
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average % error of 6.58% is achieved by the Adaptive MLR 1 scheme. The worst average is 

obtained by the Non-Adaptive MLR scheme at 13.59 %. 

 

Figure 5.41: Overall P-average 
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CHAPTER 6 

CONCLUSIONS AND FUTURE WORKS 

 

6.1 Conclusions 

 

In this project, three different cloud based real-time weather forecasting systems were 

developed. The first system consisted of a microcontroller based IoT weather forecasting 

system which employed a wireless gateway and X-Bee shields for transmitting the recorded 

sensor values to the control station. The second one was also micro-controller based but used 

a cabled transmission from the sensor nodes to the control station. The third one employed a 

dedicated IoT device, the cabled Davis Vantage Pro 2 plus for capturing the weather 

parameters. All three systems were configured so that they can send all their data on the IBM 

Bluemix cloud. The programs for performing predictions were hosted and run on the IBM 

Bluemix platform and benefitted from the High Performance Computing infrastructure of 

Bluemix. A mobile Application was also developed to allow users to send weather prediction 

requests to the forecasting application that was hosted on the Bluemix platform and receive the 

predictions.  

 

Moreover, the performance of the weather forecasting application was analysed with both non-

adaptive and adaptive prediction algorithms. The adaptive algorithms consisted of adaptive K-

NN, three variants of adaptive multiple linear regression and three adaptive selection 

algorithms. Tests were conducted in three different regions, namely the UoM campus at Reduit, 

Terre Rouge and Vacoas. It was observed that the lowest percentage errors for temperature, 

humidity and wind direction was achieved by the Adaptive 1 scheme at 5.27%, 9.02% and 

19.06% respectively. The lowest percentage errors for Wind speed and Light was achieved by 

the Adaptive MLR 2 scheme at 2.038% and 0.454% respectively. For pressure, adaptive K-NN 

achieved the lowest percentage error at 0.454%. The Adaptive MLR 1 scheme achieved the 

lowest average percentage error for rainfall at 9.82% and for the overall average at 6.58%. The 

system developed is therefore accurate to predict the weather parameters investigated for short-

time periods ranging from 20 min to one hour and is useful for localized forecasts especially 

in countries with micro-climates such as Mauritius. The short term forecasting can be very 

useful during a sport tournament or any social event which relies a lot on weather conditions. 
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Moreover, the experiment conducted in Vacoas for the wind measured under a covered terrace 

may be useful in the design of a big shopping mall. 

 

6.2 Future works 

The system developed in this work can first of all be extended to provide island-wide coverage 

by installing such weather forecasting units at various points over Mauritius. A typical scenario 

would be to install the devices in the different districts of Mauritius as depicted in Figure 6.1 

[68, 69]. The number of devices per district will depend on the size and geography of the 

district. 

 

 

Figure 6.1: Tentative placement plan for IoT weather sensors. 

 

All the data collected by the weather stations will be relayed in real-time to the cloud. As an 

end-user can connect to the cloud via a mobile application and obtain the state of the current 

weather conditions as well as short-term forecasts for any of the 23 regions where the system 

has been installed.  

The forecasting model can also be enhanced so that while forecasting a given parameter for a 

given region, parameters from other regions are also included into the model. This will in fact 

form a collaborative weather forecasting network as shown in figure 6.2.  

 

CLOUD 
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Station 1

Region 1

Station 3

Region 3

Station 2

Region 2

Station 4

Region 4 Station 5

Region 5

CLOUD

Weather parameters from four different 

regions can be combined in the model for 

predicting the weather in region 1 by the 

application running on the cloud

 

Figure 6.2: Proposed Collaborative Weather Forecasting model. 

 

Finally, the physical basis of the interaction between the different meteorological parameters 

could be further investigated understood before incorporating them in a regression model 

equation because a positive/ negative correlation in statistics does not necessarily means that 

two variables are correlated/uncorrelated. This can lead to fewer equations that will improve 

the model performance by lowering the error rate and complexity.  
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Appendix A1 : T-Test for the significance of results obtained. 

It is observed that the predicted values are very close to the actual values. The difference 

between the mean of the predicted values and that of the actual is in fact insignificant as 

revealed by the independent samples t-tests performed in the following tables. It is observed 

that in most cases the absolute value of t-obs is less than the absolute value of t-table for all 

schemes. 

Temperature Day 1 (23rd February 2018) 

Algorithm Mean Tobserved Ttable Significance 

Actual 26.2340 --- ---- ----- 

predicted_adaptive_train_win_avg 26.5745 -0.0618 1.6794 NO 

predicted_adaptive_train_win_count 26.6099 -0.0682 1.6794 NO 

predicted_adaptive120 26.5957 -0.0657 1.6794 NO 

predicted_arima120 26.5957 -0.0657 1.6794 NO 

predicted_knn120  26.6099 -0.0682 1.6794 NO 

predicted_multi_linearregression1_120 26.5851 -0.0638 1.6794 NO 

predicted_multi_linearregression2_120 26.5713 -0.0613 1.6794 NO 

predicted_multi_linearregression120 26.5762 -0.0622 1.6794 NO 

If Tobs > Ttable : Sig = Yes   Expected : No 

 

Humidity Day 1 (23rd February 2018) 

Algorithm Mean Tobserved Ttable Significance 

Actual 74.3617 --- ---- ----- 

predicted_adaptive_train_win_avg 73.1718 0.0774 1.6794 NO 

predicted_adaptive_train_win_count 73.1605 0.0781 1.6794 NO 

predicted_adaptive120 73.1277 0.0802 1.6794 NO 

predicted_arima120 73.1277 0.0802 1.6794 NO 

predicted_knn120 73.1348 0.0798 1.6794 NO 

predicted_multi_linearregression1_120 73.1558 0.0784  1.6794 NO 

predicted_multi_linearregression2_120 73.2178 0.0743 1.6794 NO 

predicted_multi_linearregression120 73.1718 0.0774 1.6794 NO 
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Wind Speed Day 1 (23rd February 2018) 

Algorithm Mean Tobserved Ttable Significance 

Actual 14.2994 --- ---- ----- 

predicted_adaptive_train_win_avg 13.8047 0.1688 1.6794 NO 

predicted_adaptive_train_win_count 13.8045 0.1689 1.6794 NO 

predicted_adaptive120 13.7894 0.1741 1.6794 NO 

predicted_arima120 13.7894 0.1741 1.6794 NO 

predicted_knn120 13.6845 0.2107 1.6794 NO 

predicted_multi_linearregression1_120 13.8047 0.1688 1.6794 NO 

predicted_multi_linearregression2_120 13.8046 0.1688 1.6794 NO 

predicted_multi_linearregression120 13.8047 0.1688 1.6794 NO 

 

Wind Direction 1 (23rd February 2018) 

Algorithm Mean Tobserved Ttable Significance 

Actual 148.4042 --- ---- ----- 

predicted_adaptive_train_win_avg 165.6956 -0.5272 1.6794 NO 

predicted_adaptive_train_win_count 165.7021 -0.5274 1.6794 NO 

predicted_adaptive120 165.6383 -0.5256 1.6794 NO 

predicted_arima120 165.6383 -0.5256 1.6794 NO 

predicted_knn120 164.6809 -0.4980 1.6794 NO 

predicted_multi_linearregression1_120 165.7187 -0.5279 1.6794 NO 

predicted_multi_linearregression2_120 165.7000 -0.5274 1.6794 NO 

predicted_multi_linearregression120 165.6956 -0.5272 1.6794 NO 
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Rainfall Day 1 (23rd February 2018) 

Algorithm Mean Tobserved Ttable Significance 

Actual 0.5755 --- ---- ----- 

predicted_adaptive_train_win_avg 0.5484 0.2312 1.6794 NO 

predicted_adaptive_train_win_count 0.5484 0.2312 1.6794 NO 

predicted_adaptive120 0.5423 0.2848 1.6794 NO 

predicted_arima120 0.5423 0.2848 1.6794 NO 

predicted_knn120 0.5389 0.3148 1.6794 NO 

predicted_multi_linearregression1_120 0.5484 0.2312 1.6794 NO 

predicted_multi_linearregression2_120 0.5485 0.2303 1.6794 NO 

predicted_multi_linearregression120 0.5484 0.2312 1.6794 NO 

 

Atmospheric Pressure Day 1 (23rd February 2018) 

Algorithm Mean Tobserved Ttable Significance 

Actual 97266.6234 --- ---- ----- 

predicted_adaptive_train_win_avg 97276.4922 -4.8657e-04 1.6794 NO 

predicted_adaptive_train_win_count 97276.7065 -4.9713e-04 1.6794 NO 

predicted_adaptive120 97274.2912 -3.7805e-04 1.6794 NO 

predicted_arima120 97274.2912 -3.7805e-04 1.6794 NO 

predicted_knn120 97283.4511 -8.2964e-04 1.6794 NO 

predicted_multi_linearregression1_120 97278.0472 -5.6323e-04 1.6794 NO 

predicted_multi_linearregression2_120 97278.3913 -5.8019e-04 1.6794 NO 

predicted_multi_linearregression120 97276.4922 -4.8657e-04 1.6794 NO 
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Luminosity Day 1 (23rd February 2018) 

Algorithm Mean Tobserved Ttable Significance 

Actual 3.1621 --- ---- ----- 

predicted_adaptive_train_win_avg 3.1628 -0.0011 1.6794 NO 

predicted_adaptive_train_win_count 3.1628 -0.0011 1.6794 NO 

predicted_adaptive120 3.1591 0.0046 1.6794 NO 

predicted_arima120 3.1591 0.0046 1.6794 NO 

predicted_knn120 3.1641 -0.0030 1.6794 NO 

predicted_multi_linearregression1_120 3.1628 -0.0011 1.6794 NO 

predicted_multi_linearregression2_120 3.1629 -0.0012 1.6794 NO 

predicted_multi_linearregression120 3.1628 -0.0011 1.6794 NO 
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Appendix A2: Tests conducted with schemes not selected for the adaptive algorithms. 

In addition to the schemes that were used to formulate the adaptive algorithms, tests were also 

conducted on the following schemes that were not included due to their inferior performance: 

1. Linear Regression 

2. Moving Average 

3. Neural Network with Windows 15 and 30 

4. Non-Linear Regression 

5. Polynomial Regression with Degree 2  

6. Polynomial Regression with Degree 3 

 

The performance of these schemes for the 7 measured parameters are shown in Figures A2.1 

to A2.11. 

 

Figure A2.1: Percentage error for Temperature 
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Figure A2.2: Percentage error for Humidity 

 

Figure A2.3: Percentage error for Wind Speed 
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Figure A2.4: Percentage error for Wind Direction 

 

Figure A2.5: Percentage error for Rain 
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Figure A2.6: Percentage error for Rain 

 

Figure A2.7: Percentage error for Pressure 
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Figure A2.8: Percentage error for Pressure 

 

 

Figure A2.9: Percentage error for Light 
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Figure A2.10: Overall percentage error 

 

 

Figure A2.11: Overall percentage error 


